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Abstract 

Analyzing influential sources of information in a social network or a hyperlinked 
corpus of documents such as the web is both a critical and interesting problem. We 
want to focus on identifying valuable sources of information within the Twitter 
ecosystem. This provides unique challenges but also presents easier methods of 
analyzing a network of information sources due to the distinct design of Twitter. For 
instance, the concept of retweeting is a unique information penetration process that also 
preserves the origin of the information source allowing rapid discovery of good 
information sources. We want to combine such Twitter specific use cases with 
traditional network analysis approaches to create a useful tool for recommending both 
Twitter-internal and external sources of information based on the interest keywords of a 
user. 

The  primary motivation of this exercise is mainly our personal frustration with 
separating signal from noise within Twitter and on the web in general. Users can get 
flooded with irrelevant updates from Twitter. We want to use the structure of the 
Twitter network itself to discover influential, like-minded and relevant information 
sources. 

Our solution involves data scraping/mining and offline analysis of tweets for interest 
topic extraction, news origin analysis, external hyperlink analysis and use of document 
and source ranking algorithms. 

1. Introduction and Background 
 
Our project is based on the broader mission to enhance the Twitter user experience by 
making it more relevant to each individual user. For the scope of this project we will 
focus on several more specific problems related to this broader mission. 
 
Inspired by Jure Leskovec’s work on the diffusion patterns of blog articles and news 
items we aim to implement a similar application in the context of Twitter. This 
application allows Twitter users to quickly and effectively find the most interesting and 
timely Twitter sources for their particular interests. A common problem in the use of 
Twitter today is the increasing amount of noise, ranging from tweets from interesting 
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sources but irrelevant to the user’s interest to tweets on altogether irrelevant topics 
(such as bathroom use). Although most users are usually able to find and narrow down 
the group of Twitter users they follow to the most relevant ones, this is a slow process, 
involving constant adjustment and a great deal of mental effort. Phenomena such as 
“#FollowFriday” provide basic workarounds to solve this problem without using any 
kind of automated analysis10.  

1.1 Specific problems 
For this project, we will focus on solving several specific problems. Twitter users face 
these problems daily and are currently trying to work around these issues manually. 
We believe that algorithms and techniques of social computing can help them, thereby 
greatly improving their user experience. 
 
First, finding the most interesting users to follow. The Twitter term “following” is 
equivalent to connecting users in a single directional way, where the other users has the 
option to reciprocate this connection. These connections enable users to view a stream 
of information coming from all the users they are “following”, it is critical to find the 
most interesting users to follow to avoid information overload and to expand one’s 
network. Although a “Who to follow” feature is provided by Twitter, it does not reflect 
individual interest well. Furthermore, suggestions are limited to Twitter users who are 
relatively “close” to the current user, avoiding users that are potentially the most 
relevant sources but are more “hops” away. We believe a more personalized, advanced 
suggestion system is needed, providing users directly with the most relevant people to 
follow, skipping over the additional intermediary “hops”. 
 
Second, creating relevant lists of followers based on interests. Just suggesting “Who to 
follow” is not enough, because the “following” relationship may imply various 
intentions. Therefore, Twitter’s list feature, which allows more contextual categorization 
of followed users, can be useful for grouping followed users based on various topics. 
Currently, lists can only be created manually, a cumbersome process subject to similar 
levels of mental effort needed to find good people to follow. Assisting users by 
automatically grouping, filtering and ranking their incoming tweet streams can greatly 
improve the effectiveness of using Twitter. 
 
Third, finding relevant external sources, such as blogs or news websites. Even though it is 
becoming ever more common for news to break on Twitter, the best sources to follow 
are not always on Twitter. Regularly, news will come out through hundreds, if not 
thousands of Twitter users, posting a tweet based on an external source. This makes it 
very difficult to determine the most relevant user to follow, and it may be more useful 
to be able to follow the external original source directly.  

 

 



	
   3	
  

2. Proposed Solution 
 
2.1 Use cases 
In order to solve the problems discussed in the previous section, we plan to build a web 
application drawing on information provided by back-end analyses. Our proposed 
solution is described using four use cases, to be implemented in the final application: 
 

1. build interest profile of the user 
2. recommend relevant users to follow (the ‘sources’) 
3. generate “smart lists”, tweets based on topics of interest 
4. recommend relevant websites/blogs to follow (the ‘external sources’) 

 
For these use cases to be successful, we need to collect data, extract information from 
them and apply various analyses on them. In the following sections, we clarify which 
data to collect and how to collect it, as well as laying out an initial analysis strategy. 
Figure 1 shows a high-level overview of the use cases and how they interact with 
Twitter users, sources and each other. 
 

 

 
Figure 1 - high-level use case overview 
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2.2 Data collection 
First of all, we need to determine the interests of a user. Identifying these interests can 
be done by analyzing their tweet contents, among other strategies. For example, a user 
follows other users, maintains lists, retweets other tweets, flags some tweets as favorite 
and so on. Note that such activities may not reflect interests of the user: for example, the 
user follows others because they have a personal relationship with the other user, not 
because their interests match with the user’s interests. Because of such diversity in 
usage of features, we plan to employ a “trail and error” approach. 
 
We then need to determine which users and which sources provide information about 
the identified relevant topics. An initial strategy could be to traverse a series of relevant 
retweets in order to find the original source for that tweet. Some related issues include: 
• Multiple sources: news items can be disseminated by multiple users 
• External sources: news items could also have originated from an external source 
 
In order to improve the recommendations, we need to determine which users and 
sources are ‘better’.  We want to use several factors for determining the quality of the 
source: 

• timeliness  
• coverage: sources have to cover the interest well (not too narrow, broad) 
• selectivity: sources have to choose reasonable number of results (not too many, 

too small) 
• influencing power: some source are more influential, potentially making them 

more worthwhile to follow 
• originality: original sources vs. intermediary/brokers 

o find the original tweet for any retweet 
o find the original “source” rather than tweet mentioning them 

 
A combination of these factors will be necessary to achieve an optimal result. For 
example, suggesting only original sources may result in losing opportunities of getting 
insights from the news. Some may want to have very selective results but others may 
not. Therefore, it is important to consider all factors and let users adjust those factors. 
Having the analyses algorithms learn from the users in this way will further optimize 
the overall experience. 
 
2.3 Analyses / front-end 
After acquiring the needed information, the application should be able to: 

• compute a recommendation based on the collected data 
• suggest computed recommendations and letting user adjust these suggestions 
• generate “smart lists” 

 

 
 



	
   5	
  

3. Technology 
 
In this section, various tools for building the solution are listed. Further 
experimentation with tools, algorithms and technologies will be needed to decide on 
what to use in the final product. For an initial planning see the section 4, milestones. 
 
Data collection 

• Collect tweets using Twitter stream API 
• Use tweet archive or dataset, if possible 
• Scrape information from Twitter that is not available through the API 
• Crawl web pages linked in tweets (external sources) 

 
Data storage 

• Store data as unstructured collection sets for NLP analysis 
• Store data in a structured format to enable advanced querying 

 
Data selection 

• Filter tweets by hashtags (#) or terms 
• Specific period, users 
• Detect topics in tweets using NLP (140 characters are maybe too short to use 

NLP) 
 
Data analysis 

• NLP for processing text: slang, mistype, vocabulary problems 
• TF-IDF for calculating similarity of contents 
• Document/source ranking for identifying influential sources 
• Filtering influential sources based on relevant interest categories 
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4. Milestones 
 
As a general guideline for the planning of this project we propose the milestones as 
shown in table 1. While these milestones provide an initial planning we intend to use an 
iterative approach where features from previous milestones can be changed or 
improved upon in later milestones. 
 
Table 1. Project milestones, course deadlines underlined 

M0, Sep 14 
Preparation 

• Build a team 
• Pick up a topic 
• 9/14: Project proposal submission 

M1, Sep 23 
Data collection and system set-up 

• Survey related technologies and algorithms 
• Decide the scope of tweets to collect 
• Build a draft model for network analysis 
• 9/14-9/23: Project proposal review 
• 9/23: Project discussion and presentations 

M2, Oct 8 
Start data collection and 
parsing/storage 

• Start collecting data: tweets, linked external 
sources 

• Parse and store data 
• Build a prototype 

M3, Oct 21 
Front-end interface 

• Add adjustable options for users 
• Improve recommendations 
• 10/21: Mid-term project report submission 

M4, Nov 11 
Improvements and bug fixes 

• Improve usability of the system 

M5, Dec 2 
Final phase 

• Finalize system 
• Final report 
• 12/2 & 12/9: Final project presentation 
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