
 

 

 

 

 

 

 

 

 

 

Midterm Project Report 
Social Computing 

 

 

 

 

 

 

 

Kevin Swelsen & John Servaes 

Information 290 

November 1, 2011 
  

Irwin King
Irwin King December 5, 2011 1:12 PM

A-

Good work.

Title?

Need to add and elaborate on the data and experimental section in order to validate the algorithms.

Discuss on what you have learned and how they can be incorporated into your future work.



2 
 

Abstract 
 This report gives an overview of the project we’ve been working on since the beginning of the 
semester. The aim of the project is to build a recommender system for a social networking website 
called Goodreads.com. Furthermore, the aim is to build a recommender system with and without a 
social component, and being able to compare both in terms of accuracy and efficiency.  

 Several steps have already been taken. We started with a proof of concept for the project that 
was aimed to answer two separate questions. First, are we able to implement an algorithm that can give 
recommendations to a user? And second, does Goodreads.com provide us with the data we need? For 
the proof of concept we build an algorithm called Slope One that uses collaborative filtering to give 
recommendations to users. A collaborative filtering algorithm recommends based on the interests of 
other people and the user’s own interest. The API of Goodreads.com was a bit troublesome. Even 
though we were able to get from the API, users were not very willing in sharing their profile with us. 
Also, the API was rather slow, meaning that it would take a long time to actually get all the data off of 
the website.   

 For the rest of the semester, we want to implement a second algorithm, this time with a social 
component. This would allow us to compare both of the algorithms. Also, we have to come up with a 
solution for the problems with the data. One possible and very likely solution would be to use fake data, 
and validate it.  
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Introduction 
 With so many choices these days, we have a hard time making decisions. Iyengar and 
Lepper(2000) have demonstrated that indeed, when confronted with too many choices, our satisfaction 
decreases. As the number of options increase, people become less happy with their choice as they feel 
that they probably did not pick the best option.   

 These days, many websites help users make choices by using recommender systems to provide 
a smaller set of options that are likely to be of interest to that user. Recommender systems have been 
around for a while. E-commerce companies such as Amazon.com recommends products to their 
customers based on what others have purchased.   Recommender systems are being applied to more 
than just online experiences; these days they are also implemented in set-top boxes giving users 
recommendations on what TV-program to watch. By implementing recommender systems, websites can 
hope to increase choice satisfaction. 

 The rise of social networking sites like for example Facebook give rise to  a lot of new 
opportunities. Not only do we know with these kind of websites which movies a person likes or which 
music that person likes, but also we can learn a lot from the relations between that person and other 
people. A good example of this is a website called Goodreads. Using Goodreads, one can create his or 
her own profile, and list books that they have read. They can give a rating to books, and they can write 
comments about that a certain book. But the website also has a large social factor. A user can become 
friends with other users. This is what we like to exploit in our project. Our project is to build a 
recommender system for Goodreads. Using the data available through the Goodreads API, we would 
like to build a recommender system and running an experiment to evaluate whether the adding of the 
social aspect into the recommender system actually improves the recommendations.  

 The remainder of this report will be organized as follows. First, we will try to give an overview of 
research that has been done on recommender systems. Then we will elaborate on our progress and 
some of the problems we faced already. In the third chapter an overview is given of work that still needs 
to be done.  
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1. Literature Review  
 There are basically two main types of recommender systems.  First, Automated Collaborative 
Filtering (ACF) systems predict a user’s affinity for items or information by connecting that person’s 
recorded interests with the recorded interests of a community of people and sharing ratings between 
like-minded persons (Herlocker &Konstan & Riedl, 2000).  This means that when a lot of my friends like a 
certain movie or book, there is a large probability I like it as well. Also, if I give five movies a high rating, 
other users who also rated these movies high as well then it is likely I also like other movies which 
received a high rating from those users. 

 Two kinds of collaborative filtering algorithms can be distinguished. Memory-based algorithms 
compute an index for similarity between pairs of users, through a weighted average (). However, 
memory-based algorithms have some problems (Sarwar & Karypis & Konstan & Riedl, 2001). 
Recommender systems are often used with large datasets. Users may have only rated one or two 
percent of all items in that dataset. That amount of data sparsity is a serious problem. Another serious 
problem with these kinds of algorithms is cold start. When a user has not yet rated anything, it is very 
difficult to recommend items to such a user. There are two kinds of memory-based algorithms, 
depending on whether the algorithm focuses on finding similar users (user-based) or similar items (item-
based). 

 In research done by Lemire and Maclachlan (2005) they propose an algorithm called Slope One. 
Figure 1 below demonstrates the basis of their idea. In this situation user A rated both Item I and Item J 
whereas User B just rated Item I. Now, Lemire and MacLachlan state that if user A rated Item J half a 
point higher than Item I, the same is likely for user B. So, User B is expected to give Item J 2,5 points. The 
algorithm they build and test in the paper is based on this idea, and according to Lemire and MacLachlan 
it not only gives very good recommendations compared with other algorithms, but is also very easy to 
implement and efficient. However, like stated earlier, this kind of algorithm can have potential problems 
with scalability.  

 

Figure 1: Basis of Slope One algorithm 
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 Model-based algorithms provide recommendations based on a model of user ratings (Herlocker, 
Konstan & Riedl, 2004). Most of these kind of models are based on techniques like neural networks or 
bayes methods. One can imagine however that these kind of techniques are usually very difficult and do 
not perform well when having large datasets. 

 The other type of recommender system is a so-called content-based system.  A content-based 
recommender system recommends products according to how a user rated associated features of other 
products (Burke, 2002; Degemmis et al., 2004, as cited by Ochi et al., 2009). For example, if a user has 
rated Bermuda highly and New York City poorly on a travel destination website, a content-based 
recommender system could use characteristics of these places such as climate and population density to 
recommend the Bahamas and not Chicago. 

 Content-based algorithms have certain disadvantages (Cacheda & Carneiro & Fernandez & 
Formoso, 2011). First, Items need to be machine-analyzed. This kind of analysis is computational very 
heavy. Another problem with content-based is that it cannot evaluate quality of a certain item. 
Obviously, quality is a very subjective feature, and this is very difficult for a machine to analyze. Last, 
content-based algorithms are not very good in finding items a user is not expected to find.  

 The rise of social networks like for example Facebook gives new opportunities for 
recommendation algorithms. Ma, Yang, Lyu and King (2008) therefore introduced a term called social 
recommendation. The framework they introduce in this paper takes into account not only users and 
items they rated, but also how these users know each other and how they trust each other. Ma et al. 
(2008) state that knowing a user’s social network can make recommendations more accurate and 
personal. Their results show that the framework outperforms all of the other collaborative algorithms 
they have tried and tested. Also, using complexity analysis, they have shown that the algorithm is 
scalable to even very large datasets. As for social networks, in a lot of these you can also state which 
users you distrust. Ma et al. (2008) admit that including this kind of information into the algorithm could 
enhance the algorithm even further and could improve the accuracy of their framework even further.   

 Besides improving these kinds of algorithms, there is also quite a bit of research done on 
improving not just the algorithm, but the entire user experience. Knijnenburg, Willemsen and Kobsa 
(2011) argue that subjective system aspects (SSA), in addition to objective system aspects (OSA), of a 
recommender system may influence user experience as summarized in figure 2. The inclusion of OSA, 
such as for example explanations on how the system calculated certain recommendations, influence 
how people perceive the system (SSA) and therefore their overall experience and subsequent behaviors. 
In addition, personal characteristics, such as their propensity to trust systems or their persistence in 
finding the best option, may influence overall user experience as well. 
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Figure 2. Recommender System Framework (Knijnenburg et al., 2011) 
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2. Progress & Problems Faced 
 The starting point of our research began with exploring the available theory   that exist on the 
subject. The idea we had in the beginning was that it might be wise to start with an easy example, 
implement it fully, and then go further from there.  

 Our initial idea was to use Facebook and movies as data for our algorithms. This turned out to 
be difficult. The Facebook API changed a couple of weeks after the beginning of the semester, and the 
new API made it much more difficult to reach the data we needed to have. Therefore, we started to 
explore other options. Eventually, a book catalog website called Goodreads.com turned out to do 
exactly what we wanted. Users have a social network with friends, and they can rate books. Also, it 
turns out that the users of Goodreads.com are very active and use the website a lot.  

 For this project we choose to use an ACF algorithm for making recommendations.  After doing 
the literature review, we realized that we needed to use a collaborative filtering algorithm to make full 
use of the possibilities of a social network. Like Herlocker, Konstan and Riedl (2000) pointed out, a 
collaborative filtering algorithm uses a person’s interests and connects that with that of the rest of the 
community and like-minded persons. This is exactly what is available through a social networking site 
like Goodreads.com. Through this website we know the interests of every user (the books that user 
rated highly) and we know about like-minded persons (the friends of that particular user) in that 
community. That made a lot of sense for us. 

 Before we started this project we had two main questions which needed to be answered to give 
an indication if this project can be successful. Are we able to implement one or even multiple algorithms 
to give the user an accurate recommendation and are we able to get enough data to verify, test and 
compare our designed algorithms?  

 We decided to create a proof of concept to answer each question separately. The goal of the 
proof of concept was not to see whether we could create an optimized algorithm which gives highly 
accurate recommendations but to proof we could implement an algorithm and get meaningful output 
data. Therefore, we decided to implement the Slope One algorithm in Python and use this as a baseline 
for a more complicated algorithm. So far we have been able to successfully implement the Slope One 
algorithm as described in an earlier chapter and use a data file to feed simulation data in to the 
algorithm. A more detailed overview of the implementation of the Slope One algorithm can be found in 
Appendix I. A lot of time went also into finding a suitable next algorithm to work on. A lot of algorithms 
exist, and all of them involve a lot of math. It was difficult to really understand and comprehend those. 
Finally, we’ve chosen to implement the algorithm by Ma, Yang, Lyu and King (2008). This algorithm not 
only has a very clear social component, but is also very well scalable to large datasets and is therefore a 
good choice, we think, to use in this project. 

 The second question is all about acquiring enough relevant data to test and compare our 
algorithms. This is important to be able to test and compare different algorithms. We chose the website 
Goodreads.com to be our source for data because it has a vast majority of users around the world who 
are interconnected via their personal profiles and the reviews they have written about the books they 
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have read. A second reason why we chose Goodreads.com as our primary data source is the availability 
of an API which makes it easy to crawl the website for data. Our main concern is not so much the 
technical aspect but whether enough users give us approval to use the data on their personal profile so 
our dataset can become large enough to test the algorithms.  

 We have created a referral page where Goodreads users can give us permission to scrape their 
profile information such as book ratings, reviews and connections with other users. When a user gives 
his/her permission the user profile is accessed via the API and the retrieved information is stored in a 
MySQL database according to the Goodreads terms of use. As we would have foreseen the 
implementation of the communication layer around the API has not caused many troubles. Although, 
the speed with which the data acquired is not as fast as we would have liked. People tend to be wary of 
giving their permission which might be due to privacy norms or because the Goodreads website already 
includes a recommendation system. We want to simulate data to address this problem and to make 
sure we can test and compare our algorithms. Although, we are still hoping to gather enough real life 
data as a viable back-up plan. A more detailed overview on the implementation of the API is available in 
Appendix II. 

 The past weeks we have addressed the two main concerns described in the above paragraph 
and spend the rest of the time doing literature research. One of the problems we ran into was the 
acquiring of the right data. We have to schedule time in the next weeks to really investigate if and how 
we can simulate that data. By acknowledging the possibility of might having to use simulated data 
instead of real data, we think it is only fair to allocate more time to do the extra research on this topic. 

 A problem which might have had the largest impact on our process is the fact we initially had 
third team member. Our original team consisted of three persons instead of two. The third team 
member decided to drop the course a couple of weeks ago due to the high workload of other courses. 
This made us rethink about the scope of the project, and what became feasible or not.  
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3. Next steps 

Algorithm 
In the coming weeks most of the time is allocated for developing and optimizing our algorithms. As we 
now have the Slope One algorithm implemented we treat this algorithm as the baseline and try to 
optimize the accuracy of the recommendations. 

The next step is to implement an algorithm which uses a social component. We choose to implement an 
algorithm proposed by Ma, Yang, Lyu and King (2008) called Social Recommendation and our hypothesis 
is that the latter will outperform the Slope One algorithm. The first steps have been taken to implement 
this social algorithm and in the coming weeks the algorithm must be implemented and optimized 
further. 

Validating the algorithms 
Our first choice would be to use real data to validate the algorithms. However, like pointed out earlier it 
might be the case that we would not acquire enough real data to be able to validate the algorithms 
properly. If this is the case we switch to simulated data or use both datasets. 

To test an algorithm we divide the complete dataset into two pieces and randomly assign fifty percent of 
the data to each of the subset. One of the subsets will be used to train the algorithm where the other 
subset is used to test the algorithm. The goal is to optimize the algorithm and achieve a high 
generalization performance. The optimization is a trade-off between the optimization of an individual 
subset and the subsets combined. By varying the capacity we can estimate the test error and predict 
which model performs best on the test set. 
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Summary 
 In this report we have tried to give an overview of the project we are working on since the 
beginning of the semester. The aim of this project is to build a recommender system for a website called 
Goodreads.com. Goodreads.com is a social networking site build around books. Users can create a 
profile, add friends and give ratings on books. The aim of this project is to experiment with a 
recommender system that uses a social component and compare this with a recommender system that 
does not have a social component.  

 Several  kinds of recommender systems exist. Automated Collaborative Filtering (ACF) 
algorithms use a community of people and their interests to give a recommendation to a particular user. 
This can be done in two different ways, either by creating a model of user’s rating or by looking at 
similarity between users (user-based). Content-based Algorithms look at recommendations from a 
different prospective. Content-based algorithms look at features of items. For example,  if a user rated 
the movie The Exorcist really high, and the Titanic really low, the algorithm would, based on the features 
of both movies, recommend Dracula and not Grease. 

 Our initial plan for this project was to create a proof of concept. This proof of concept had two 
answer two questions. First, are we able to implement one or multiple recommender algorithms, and 
second, are we able to get the right data from Goodreads.com to use in our recommender algorithm. 
For implementing a first algorithm, we chose an algorithm called Slope One. This is an ACF algorithm, 
but without a social component. The advantage however of this algorithm is, is that it is relatively easy 
to implement and can recommend well even compared to more difficult algorithms. We chose an ACF 
algorithm because these kinds of algorithms actually make use of the community and the data that is 
available through social networks. By doing experiments with the Goodreads.com API we found that all 
of the data we needed is available through the API. However, the speed with which the data can be 
gathered is low, and people are not very willing to give us permission to actually use their data. 

 For the remainder of the semester we are planning implement at least one algorithm which uses 
the online social relations of users to recommend a book. This algorithm will be compared with the 
Slope One algorithm and validated by simulating a social network.   
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Appendix I: Goodreads API 
The Goodreads website provides an API helping developers use the rich source of information which is 
available on the website of Goodreads. The API uses the OAUTH authentication method to ensure that 
the user has given permission to use their profile data. 

When a user grants permission a CURL request is sent to the Goodreads website requesting the 
available information of the user. 

Goodreads sends back an XML file containing the requested information which is parsed and stored into 
a MySQL database. 

An example of (part of) an XML file that contains a review of a book: 
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Appendix II: Slope one algorithm 
 In order to build an algorithm, the first thing that is needed is data. To get some data to feed 
into the algorithm, a script was build to generate such data. At the moment this script is very simple. It 
generates 500 users, who each rated 10 items. These 10 items come out of a pool of also 250 items. 
Even though we haven’t done any tests on the validity of this test-data, it at least makes a bit of sense. 
Users will probably rate only a very small subset of the possible items. 

 So, in our data a user would look like the following: 

 

 This small piece of our dataset basically says that user with id 498 rated those 10 items on a 
scale from 0 to 1. 

 Then, in our actual algorithm we define the user we want to give the recommendation to, with 
the items that this user rated. Based on this and based on the ratings of the other users, the algorithm 
calculates the actual recommendation. At this moment the output (the actual recommendations) are 
still outputted by the command line. A short piece of the output would look like the following:  

 

 Eventually, this would be shown in a web interface, and only the first few items will be shown. 
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