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Neural networks

e WO core |deas:
e Non-linear activation functions

* Multiple layers
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iInput and weights

i the hidden nodes are
hj =3i E X,'V\/,"j completed determined by the
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Activation functions
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Activation functions

exp(z) — exp(—2)

tanh(2) = &b @) T exp(=2)




Activation functions

rectifier(z) = max(0, 2)




=1 y = Vihy + Voho



we can express y as a function only of the input x and the weights W and V
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This is hairy, but

Backpropagation: Given training samples of
<X,y> pairs, we can use gradient descent to find
the values of W and V that minimize the loss.



Regularization

* [ 2 regularization: penalize W and V for being too
large

* Dropout: when training on a palr, randomly
remove some node and weights.

e Early stopping: Stop backpropagation betore the
training error is too small.



Neural network structures

Output one real value



Neural network structures

Multiclass: output 3 values, only
one = 1 in training data




Neural network structures

output 3 values, several = 11n
training data




Deeper networks




input layer

Is there an eve in the top left?
(image pixels)

Is there an eve in the top right?

Is there a nose in the middle? > I=s this a face?

Is there a mouth at the bottom?

Is there hair on top?

http://neuralnetworksanddeeplearning.com/chapi.html



http://neuralnetworksanddeeplearning.com/chap1.html
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Higher order features learned for image recognition
Lee et al. 2009 (ICML)



Autoencoder

* Unsupervised neural network, where y = x
 |earns a low-dimensional representation of x




Feedforward networks




Recurrent networks
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Recurrent networks

) time step 2



Recurrent networks

tim COOK loves his apple
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RNNs often have a problem with
long-distance dependencies.



\*

http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Recurrent networks/LSTMs

task

X y

language models

part of speech tagging

machine translation

the next word In a

words in sequence
seguence

words in sequence part of speech

words In sequence translation




