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Logistic regression

Probabilistic graphical models

Perceptron

classification, so far

Decision trees

Random forests
Naive Bayes



Recall the perceptron
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β̂ =
N�

i=1
αiyixi

• At the end of training, the coefficients β are a linear 
combination of the inputs x

• αi = the number of times data point i was misclassified

Recall the perceptron
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Recall the perceptron
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We can replace this inner product with a kernel



Kernels

• Often symmetric — K(x′, x) = K(x, x′) 

• And non-negative — K(x, x′) ≥ 0 (but need not be) 

• Often thought of as a measure of “similarity”

κ(x, x�) � R



Kernels
dot product = linear kernel
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cosine similarity kernel



Gaussian kernel/RBF kernel
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Higher dimensions
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Higher 
dimensions
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Φ(x) =

= φ(x)�φ(x�)

Non-linear kernels imply a higher-
dimensional feature representation for x



“Implicit” 
feature space
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original feature space
implied feature space
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Kernels

so much depends 
upon 

a red wheel 
barrow 

glazed with rain 
water 

beside the white 
chickens.

Pierre Vinken, 61 years old, will join 
the board as a nonexecutive director 
Nov. 29

A B



Code



Support vector machines

Two principles: 

1. Kernel trick 

2. Margin maximization





Margin

• Distance from 
the closest 
point to the 
decision 
boundary



Support vector machines

• For all of the training examples, we want to: 

• Maximize the margin 

• Subject to all of the training examples being on 
the correct side.



Loss functions

log loss 
(logistic regression)

�
N�

i=1
logP(y | x, β) �

F�

j=1
β2
j

N�

i=1
max(0, 1 � yη) �

F�

j=1
β2
j

hinge loss 
(SVM)

No loss is suffered if the prediction is 
outside the margin on the correct side



Hinge loss

max(0, 1 � yη)

η = score 
y = {1, -1}
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correct, but 
inside the margin

incorrect 
prediction



ξi = max(0, 1 � yiηi)“slack variable”

Support vector machines

s.t.: yη ≥ 1-ξ 
  ξ ≥ 0

arg min
β
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C1
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β2
j



Support vector machines

β̂ =
N�

i=1
αiyixi

where αi = 0 for all xi not on the margin

all xi where αi ≠ 0 are the support vectors

Same form as perceptron (with different semantics for α)



Support vectors

• The support vectors are the small set of training 
data points that are most important for determining 
the decision boundary

β̂ =
N�

i=1
αiyixi



Support vector machines

ŷ = β̂
�
x

ŷ =
N�

i=1
αiyix�

i x

ŷ =
N�

i=1
αiyiK(xi, x)

Predictions



Multiclass SVM

SVMs are inherently binary

One-versus-rest: K classifiers, one for each class 
versus all other classes

One-versus-one: K(K-1)/2 classifiers, one for each pair 
of classes



Logistic regression

Probabilistic graphical models

Perceptron

classification, so far

Decision trees

Random forests
Naive Bayes

Support vector machines



Genre classification



Midterm report
• 4 pages, citing 10 relevant sources 

• Be sure to consider feedback! 

• Data collection should be completed 

• You should specify a validation strategy to be 
performed at the end 

• Present initial experimental results



http://mybinder.org/repo/dbamman/dds

http://mybinder.org/repo/dbamman/dds

