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For this assignment I chose to do a social network analysis of the Enron corpus. As I intend to do this as part of my final project in the class as well, I focused primarily on getting the basics in place. As a result, much has been done in the way of processing and algorithms, leaving visualization and detailed analysis to be completed in the near future.

There are many types of social network that could be mined from the data. For example, with named entity recognition techniques in place, one could identify people and organizations mentioned within an e-mail body and infer social links based on textual proximity. In this case, however, I chose to use the most clear and obvious linkage – direct communication. The inferred social network is based simply on e-mail communication, that is, an e-mail from one person to another is initially treated as a directed edge from sender to recipient. This “mail graph” network was constructed by creating a new database table in a local copy of the Enron MySQL database and writing the appropriate queries (contained in mailgraph.sql). The result is a table of edges, each edge containing the personids of the sender and recipient, and counts of the number of “To” and “CC” messages. There is also a “BCC” field, but, due to apparent data set corruption, these values are identical to the “CC” values and so were ignored in all subsequent analysis.

I have also written some PERL scripts for sub-network extraction, for example pruning network links of low weight, and therefore likely representing weaker social links. A bunch of tedious data-munging must be done at this point, including relabeling people in the network with new ids (removing ids for people omitted due to limited communication), helping to keep the dimensions of the resulting adjacency matrix down.

While these resulting social networks could be visualized or analyzed directly, more preliminary analysis can be done to hopefully yield richer returns down the pipeline. One such type of processing is to identify community structure, mining the social network for groups of communities. To this purpose, I have implemented Newman’s algorithm for fast detection of community structure in a network [1]. The algorithm is based on a metric for community structure or network “modularity”. Let eij be the fraction of links in the network between community i and community j, and let ai = (j eij. Then the metric

Q = (i (eii - ai2)
gives us “the fraction of edges that fall within communities, minus the expected value of the same quantity if edges fall at random without regard for the community structure.” [1] Thus a random network should give a Q value of 0, while higher values of Q indicate increasing community structure. The actual algorithm optimizes this Q value using a hierarchical agglomerative clustering approach, greedily merging communities such that the highest increase (or minimal decrease) in Q is incurred at each agglomerative step.
I have implemented this algorithm in Java, using the COLT library for scientific computing to provide matrix data structures (included as CommunityStructure.java). This was preceded by an earlier prototype written in MATLAB (included as community.m) that unfortunately ran too slowly to be feasible on a data set as large as the Enron collection. The output of the algorithm is the computed Q values for each iteration of the clustering, and the resulting hierarchical clustering tree. The peak value of Q indicates where to cut this dendrogram to get the optimal community structure.
At this point, the algorithm has been written and tested, and has been applied to a social network constructed of links consisting of 5 or more message between e-mail addresses. The resulting cluster tree has been generated, but due to time constraints has not yet been analyzed for interesting features. All output files have been included with this assignment. This includes dumps of the appropriate MySQL tables (mailgraph_table and people_table), pre-processed social network output (network.txt and people.txt), and the output of the community structure algorithm for the provided network (qvals.txt, which lists the value of the criterion function for each iteration, and plist.txt, we records the order of agglomerations and from which one can reconstruct the cluster tree).

Soon to come are visualizations of the social network, likely including interactive visualization based on the Vizster [2] system, using the clustering data to provide community highlighting for augmented exploration of the Enron corpus. Additionally, I intend to explore how well the community structures, both in terms of the generated hierarchy and of prominent community members (of high degree or high message volume), might act as predictors for related social structures, such as Enron’s organization chart.

Along the way, a few other issues might need to be addressed. For one, some employees have multiple e-mail addresses that show up as different nodes within the social network. A tool for finding out which people are the same would be useful (perhaps some one did that for this project?). Also, it will be interesting to see how changing the correspondence threshold effects network results. For example, how dramatically does the network or inferred community structure change in response to limiting the network to only linkages of particular message volumes?
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