Exploring Named Entities in the Enron E-mail Corpus

Christine Hodges and Andrea La Pietra

SIMS 290, Fall 2004

Enron Mini-Project

For this mini-project we analyzed named entities in the class-annotated subset of the Enron e-mail corpus (1,702 messages). We created a system (codename “EENEE”: Enron E-mail Named Entity Explorer) that transforms e-mail data into named entity-related information sources using existing tools such as Andrew Fiore’s enronEmail.py code, MALLET/Wei Li’s Java program “ner.jar”, and Jeffrey Heer’s visualization tool “prefuse” (see Resources section) and taking simple statistics of the named entity recognition results. Our system focuses on two named entity-related perspectives:

1. Focus on e-mail senders

· Visualize who mentions what named entities as a graph. Different people may talk about the same named entity; this would be easily seen using a node-edges graph. (What do the top executives talk about?)

2. Focus on the number of mentions of a particular named entity

· Use the simple statistics to find which entities are mentioned most.

· Create frequency counts over time (count entity mentions for a given month and year) to discover trends in e-mail mentions. (If we graphed mentions of specific named entities over time: Would we see spiked mentions of “New York” and “World Trade Center” after September 11, 2001? And we would expect to see mentions of the SEC and Arthur Anderson rising following the chronology of the downfall of Enron: from only a small number of executive and accounting department e-mails to more company-wide mentions.

In principle, a system like EENEE is an information extraction and data mining tool that can give us hints about figuring out what people are talking about. Combined with knowledge about what the recognized entities refer to, this grossly approximates topic analysis. The specific EENEE process follows some of the general processes we’ve discussed in class.
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In the next section, we discuss the named entity recognition tool we used (“ner.jar”), the errors it makes, and the effects of those errors on EENEE’s usefulness. Then, we present examples of output from our program and our initial explorations of named entity mentions over time. We offer ideas for additional experiments and improvements throughout. There is specific information about running EENEE and the homepage URLs for the tools we use in the last pages.

Information Extraction: EENEE & the Named Entity Recognizer

We use a named entity recognition tool based on the MALLET toolkit. This recognizer was made available by a graduate student in the MALLET project, Wei Li, and we use it as a fixed tool: Wei Li and the MALLET crew chose the features and trained the recognizer.  It uses a Conditional Random Fields model which is like a Maximum Entropy Markov Model, thus it is possible to make use of features not local to the word or words you are examining. Unfortunately, Wei Li’s webpage says nothing about the features and training. Other MALLET files actually discuss training a NER on 1,000 (hand-labelled?) Enron e-mails, but we don’t know if this ner.jar is that NER.  MALLET is indeed hard to learn to use so we decided to stick with Wei Li’s recognizer of semi-mystical origin. The NER can recognize many kinds of entities; we focused on entity types PERSON, ORGANIZATION, and LOCATION.

After selecting e-mails to consider (discussed later) and pre-processing messages so that the NER would focus on e-mail body text, EENEE just sends the messages to the NER. Here is a sample of NER output (from message #7932):

I read the article below  as unsympatheticand almost  mocking in its tonetoward <ENAMEX TYPE="ORGANIZATION">Enron</ENAMEX>.  It's  noteworthy theBeverly <ENAMEX TYPE="ORGANIZATION">Hills</ENAMEX> meeting was not covered in the <ENAMEX TYPE="LOCATION">Los Angeles</ENAMEX>  papers.  Instead, this article comes fromthe front page of the Bay Area's <ENAMEX TYPE="LOCATION">San Francisco Chronicle</ENAMEX> (Democratic bastion and  home to both of <ENAMEX TYPE="LOCATION">California</ENAMEX>'s <ENAMEX TYPE="LOCATION">United States</ENAMEX> Senators, power broker <ENAMEX TYPE="PERSON">Willie Brown</ENAMEX>,  Attorney General <ENAMEX TYPE="PERSON">Bill Lockyer</ENAMEX> and the state's public utility commission).  

You can see that the NER does not capture the title information “Attorney General Bill Lockyer”. Some people may not consider this an error. But there are plenty of definite errors in recognition. Many of them relate to ideas discussed in class. The following snippets are from messages #7972, 7926, 7932.

Example 1: Given <ENAMEX TYPE="ORGANIZATION">Enron</ENAMEX>'s high profile policy and fundraising ties to the <ENAMEX TYPE="PERSON">Bush</ENAMEX> administration and Governor Gray <ENAMEX TYPE="PERSON">Davis</ENAMEX>' war with President <ENAMEX TYPE="PERSON">Bush</ENAMEX> and <ENAMEX TYPE="LOCATION">Texas</ENAMEX> energy companies, there could be  more turbulence ahead.

In this example, we have “Governor Gray Davis”.  Again, the whole title of the person is available but the Named Entity Recognizer does not tag it as part of the PERSON entity. But, contrast that with:
Example 2: <TIMEX TYPE="DATE">November 1998</TIMEX> election, more Californians have an unfavorable view of <ENAMEX TYPE="ORGANIZATION">Davis</ENAMEX>' performance than favorable.

“Davis” in this case also refers to Governor Gray Davis.  The Named Entity Recognizer incorrectly identifies “Davis” as ORGANIZATION. We might say that in the previous case, the “s’” (ess-apostrophe) may have been a clue (translated into some kind of feature). Alternatively, the NER may actually make use of titles to recognize people but the designers don’t believe titles should be included in the annotation (notice “President Bush” in the first example).

It may be the case that ORGANIZATION is the catch-all entity type since there is such variety in entity names for companies (as discussed in class). We see more evidence for this here:

Example 3: It's noteworthy theBeverly <ENAMEX TYPE="ORGANIZATION">Hills</ENAMEX> meeting was not covered

The Named Entity tagger seems to have missed the “Beverly” part of “Beverly Hills” because of a missing space between “the” and “Beverly” but still managed to pick out “Hills” as something.  From the examples we’ve seen, it seems word-initial capitalization is the feature the NER latches onto the most. We expect it would do poorly on hip lower-case company-type names like “prefuse”.

Perhaps we would be right to contrasted this Beverly Hills case with:

Example 4: <ENAMEX TYPE="LOCATION">San Jose Mercury</ENAMEX>
“San Jose Mercury”, a Bay Area newspaper, was incorrectly tagged as a LOCATION--probably based on the fact that it contained the phrase “San Jose”. This tagging could be evidence for the presence of some word-based frequency factor, or an outright gazetteer feature such as “Is in a LOCATIONS list”--with the inclusion of a preference for consuming all adjacent capitalized words.
Example 5: From my perspective, the success of <ENAMEX TYPE="ORGANIZATION">Enron</ENAMEX>'s business model demands a sure footing in both business and public policy.  Going  forward, these two areas of expertise need  become intertwined to assure the success of the highly  sophisticated, ethical, innovative and insightful global corporation  known as <ENAMEX TYPE="ORGANIZATION">Enron.

I</ENAMEX> would like to help

In the first named entity tag, the program separated the “’s” from the possessive “Enron’s” to correctly capture “Enron” as an organization name (more evidence for possessive feature treatment). It would be interesting to see if the program would correctly tag an organization name containing a possessive and a proper name such as “Bob’s Fish and Chips”. But perhaps other aspects of English apostrophe usage are not addressed:

Example 6: He has said that he would love to put top energy executives in jail. <ENAMEX TYPE="PERSON">Brandon Bailey</ENAMEX> and Chris O'Brien in the 

The Named Entity Recognizer misses tagging “Chris O’Brien” as a PERSON while it does recognize “Brandon Bailey”. Perhaps this is because the name “Chris O’Brien” contains an apostrophe and the recognizer knows about possessives (as we hypothesized previously) but does not have a pattern feature such as: “Has a word that begins with O’”.

Note that the second appearance of “Enron” in the Example 5 is incorrectly tagged.  The pronoun “I” is not part of the ORGANIZATION name.  Perhaps the algorithm should use the period as a delimiter to determine that this pronoun was the beginning of another sentence and not part of the organization name.  Or, it could have used part of speech to figure out that “I” is a pronoun and not a proper noun as would be the case with an organization name.

This could be an example of the general case of not considering message formatting:

Example 7: <ENAMEX TYPE="PERSON">Jeff

Candidly</ENAMEX>, this wouldn't have been my approach  (posh location, closed format, odd group, seemingly self-serving agenda).  

This is from an e-mail addressed to a person “Jeff” with paragraph breaks in between the greeting and the beginning of the body of the e-mail.  However the Named Entity Recognizer does not take into account the format of the e-mail and groups the person name “Jeff” with the fist word from the body of the e-mail “Candidly”, which is also capitalized.  The NER is probably mistaking “Candidly” as Jeff’s last name.

Example 8: utilities such as  <ENAMEX TYPE="ORGANIZATION">Southern California Edison</ENAMEX> and <ENAMEX TYPE="ORGANIZATION">Pacific Gas & Electric Co. But</ENAMEX> not this time because, in the view of the state, the utilities have been bled dry by the power generators' stratospheric prices. The state had to take over the purchase of power when the generators refused to extend any more credit to <ENAMEX TYPE="PERSON">Edison</ENAMEX> and <ENAMEX TYPE="ORGANIZATION">PG&E. Legal</ENAMEX> recourse should be pursued, but the threatening rhetoric needs to subside.

In the example above we have the tag <ENAMEX TYPE="ORGANIZATION">Pacific Gas & Electric Co. But</ENAMEX>.  In this case the conjunction “But” is incorrectly included as part of the organization name.  Even if the model was trained into ignoring end of sentence periods as absolute entity name delimiters, the model could instead take into account that an organization name often ends with Inc or Co followed by a period (and nothing more after). Later we have: <ENAMEX TYPE="ORGANIZATION">PG&E. Legal</ENAMEX>. “PG&E” is the correct Named Entity but “Legal” was incorrectly included in this entity apparently because it is capitalized and follows a period.

Perhaps we should simply say: the recognizer is rightfully prepared to accept certain uses of periods as part of company names and person names (“A.A.A.”, “A. J. Henderson”).  But given that this data in the business e-mail medium (which leans towards proper capitalization and formatting) and not in a noisier medium, we would want grosser formatting like line breaks to be a signal to stop accepting characters in the entity name (while robustness and formatting flexibility would be more appreciated in noisily formatted data).

Overall, the recognizer seems to be doing alright but not spectacularly. Perhaps it could be tested on a common data set (from a competition), although it could not be fully compared to some of those since it was not (we expect) only trained on the matching training data. One simple thing one could do is to build a regular expressions recognizer focusing on capitalization and perhaps accounting for the issues we discussed here. It would probably recognize items much faster, allowing us to run it on more data. This would be very useful for the second analysis we discuss shortly.

Data Mining/Data Analysis

To explore the e-mail sender relations we create a graph representation of who mentions what entities, displaying the graph using prefuse.  To explore frequency of mention relating to the discovered named entities we count named entity mentions under a general condition (simply counting it every time it is encountered) and a time condition (counting an entity while noting the date of the email). In the interest of keeping the initial explorations small, we do only use the annotated e-mail subset of the corpus and further filter out e-mails that are marked as containing lots of forwarded content or the phrase “Forwarded by”. For the graph visualization we only look at coarse genre “Business” messages. For the initial trend analysis we ran EENEE on all genres but with the forwarding filters, leaving 452 messages (521 before removing “Forwarded by” messages but after removing several “2.x” categories). This is a very small number for the goal of trend analysis but we believe it is a fine start given that the NER does take a while to run. If regular expression recognition proved decent, it would be interesting to run on a couple thousand messages.

Given the mixed success of the NER, we know that the named entities aren’t always true entities but also important to consider is the fact that there are multiple ways to refer to the same existent entity. Thus, acronym expansion would really help for analysis. We could even consider expansion as a specific case of co-reference resolution. Co-reference resolution in general would help and could sometimes be approximated by string transformation heuristics: “Frank Wolak”, “Frank A. Wolak”, “Wolak”.

For all analyses we collapse type distinctions. This would be bad if it were the case that “Davis” frequently refers to the city in California rather than the governor as we presume. For the analysis over time we selected only a few entities to examine and discuss the need to collapse co-references.
Senders-Entity Relations Graphs (viewing these in color recommended)

(Note: Preferably, the graph would be a directed graph--a sender talking about an entity, but we could not figure out how to have prefuse provide a directed graph. Thus, EENEE displays an undirected graph.)

It turns out that the sender-focused graph is very dense even after filtering (these are “Business” genre and no forwards only), and the visualizer (and most visualizers probably) was not made by 24th-century Federation engineers (no offense, Jeff) so the graph isn’t terribly useful, but it is terribly fun. Christine was inspired to think some strange things.
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The radial graph in prefuse spreads nodes out maximally. Here we see why John Shelk has a lot of room: in this subset of messages, he mentioned all these entities. We can compare this picture to someone in the left side group.
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Susan Mara mentioned less entities, but also mentioned the “BPA” that Shelk mentioned. Note that we can specifically see the people who mentioned an entity by hovering over it or clicking it. Here is “FERC”:
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So, what might the BPA be? Google first suggests the Bonneville Power Administration of Oregon--likely the one. (Also promising: Business Professionals of America; less promising: British Parachute Association, Boardgame Players Association.)

If Mara mentions BPA enough and most other employees do not, we might infer that either she is manager-type who works on many projects and regions (in which case she may mention a lot of named entities in general), or she worked with one region and that region is focused on Oregon.

And, what can be said about multiple people mentioning the same entity? Can we infer anything useful for knowledge discovery in environments where we can’t look things up in Google (unknown people [terrorist] networks)? How about the the number and spread of emails?
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This subset may lean towards including lots of e-mails from Steven Kean, VP and Chief of Staff, because he is an important figure in Enron. How about John Shelk? He wasn’t on the MS-Excel important people list and a Google search points me to many non-Enron pages as well as the salon.com article that says he was the VP for Governmental Affairs. He may also have been particularly included because of his political connection activities for Enron or not. Comparing him and Steven Kean (Kean on left, Shelk on right):

      

Kean







Shelk
Highlighting Shelk, the blue entities on the Kean side then represent the Kean and Shelk mentions. Can we say anything about the fact that Shelk has many mentions that Kean has but vice versa ? Can we say anything about organization structure/heirarchy? It seems there are too many variables for simple correlations to be found.

· Personality: Someone doesn’t like sending e-mails

· Size of Domain: Maybe high-level managers send more e-mails that cover many domains of their subordinates.

· Content of Domain: But maybe a subordinate is responsible for knowledge/discussion of more domains than the manager (Shelk is the political connections game = many named entities; executive assistants are like information bodyguards for executives).

· Culture: Are e-mail patterns (such as managers vs. subordinates) statistically consistent for different corporations? Across nationalities?

While these factors are complicated, we do feel that a graph representation presents worker and topic relationships in a way that encourages exploration of the Enron world. It could be modified to encode the number of mentions by weighting the edges proportional to some measure of mention strength (edge lines would be darker or lighter depending on weight). But given its busy-ness, standard bar graphing seems to be a better method for capturing entity mention frequency information.
Named Entity Mentions
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Ideally, we would have liked to count and graph the number of mentions of every named entity in the entire Enron e-mail collection versus time.  This would allow us to get an idea of what the company as a whole was talking about at a particular point in time.  Unfortunately, the entire Enron e-mail collection, comprised of approximately half a million messages, was too large for us to realistically accomplish this task. Instead, we compiled a list of named entities pulled from the full collection of annotated Enron e-mails.  We excluded named entities from emails containing the words “Forwarded by” and e-mails annotated as containing forwards. This left 452 messages. We gave these messages to EENEE to run the NER and compile reports about number of mentions and mentions over time. From the reports we then selected a particular named entity and graphed the number of mentions over time.  Below is a graph of the number of mentions of FERC over time:
The graph shows that the greatest number of mentions of FERC occurred in November of 2001, just a month before Enron declared bankruptcy.  November of 2001 is when Enron stated it was over $500 million in debt and Dynegy Corp. backed out of a deal to buy Enron.  Perhaps people at Enron were starting to worry about federal investigation by FERC.  The count of the number of mentions of FERC represented in the graph does not include the mentions of “Federal Energy Regulatory Commission” on the following dates:   

	Year
	Month
	Named Entity
	# of Mentions

	2000
	Sep
	Federal Energy Regulatory Commission
	2

	2001
	Oct
	Federal Energy Regulatory Commission
	1


If we could implement an acronym dictionary such as the one detailed in Prof. Hearst’s paper “A Simple Algorithm Identifying Abbreviation Definitions in Biomedical Text” we could reconcile our system’s discrepancy between FERC and “Federal Energy Regulatory Commission” to achieve a more accurate count of named entities.  Also, the count of the number of mentions of FERC depicted in the graph above do not include the mentions of FERC that the Named Entity Recognizer incorrectly recognized, such as the following:

	Year
	Month
	Named Entity
	# of Mentions

	2000
	Aug
	FERC Investigation on Markets
	1

	2000
	Aug
	FERC Investigation.  Taking
	1

	2001
	Jun
	FERC staff. Notes
	1

	2001
	Jun
	FERC to Re
	1

	2001
	Oct
	FERC.  Bids
	1

	2000
	Aug
	FERC.  Here
	1

	2000
	Sep
	FERC.  I
	1

	2001
	Jun
	FERC.  New
	1

	2001
	Nov
	FERC.  Spent
	1

	2001
	Oct
	FERC.  Unfortunately
	1

	2001
	Sep
	FERC.  We
	1

	2001
	Oct
	FERC.  Wolak
	1


As discussed previously, the Named Entity Recognizer has problems recognizing periods as delimiters.  This is a good feature in terms of recognizing proper names containing initials and abbreviations, but bad when you have an organization name tagged along with the first word that begins another sentence.  The Named Entity Recognizer also seems to heavily rely on consecutively capitalized words as a feature for picking out organization names.  Because of the errors produced by the ner.jar program the number of mentions of a named entity are not completely accurate. 

Below is a graph of the number of mentions of Congress Over Time:
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There is a spike in November of 2001 in the number of mentions of Congress.  Enron was issued a subpoena by the SEC in November of 2001.  But, it seems that the most mention of Congress occurred in July of 2001.  We can think of no explanation for this.  Overall the graphs are not a completely accurate picture of what people at Enron were talking about because the annotated e-mail collection is the result of a specified search on the database of the whole Enron e-mail collection.  A random sample of e-mails taken from the total collection would give us a more accurate picture of what the company as a whole was talking about.  

Also important is the choice of frequency counting focus. Here we see the results of removing the “no forwarded” messages filter, using a regular expression matcher on all the 1,702 annotated e-mails for the entity “SEC” (approximating good entity recognition) and counting the number of mentions in monthly periods:
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The above figure shows a promising trend: mentions of the SEC increased to peak around the time Enron declared bankruptcy. Below is the same data source but only counting a mention of “SEC” once per message. The number of mentions by this measure is significantly lower and the rising trend disappears.
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Counting once per message seems to be a more suitable way of counting mentions if we’re considering named entity mention to be an approximation of e-mail message topics and interested in time-related trends: you may see different topics discussed in an e-mail but unless you’re interested in the degree of talk about a topic, you will only note a topic was discussed in an e-mail and not the amount of times it was discussed. Alternatively, we could count an entity mention once per person. Here are the top 10 most frequent entities mentioned in our sample of 452 messages:

	Entity
	All Mentions
	Counting one mention/Person
	Avg # Mentions/Person

	Enron
	353
	24
	

	ENRON
	148
	8
	

	EES
	137
	7
	

	FERC
	125
	14
	

	California
	108
	16
	6.75

	NA
	76
	(no longer Top 10)
	

	HOU
	64
	(no longer Top 10)
	

	ECT
	56
	(no longer Top 10)
	

	ISO
	50
	12
	4.17


Even these basic statistics may have value: Christine had never heard of ISO. This result inspired her to investigate. ISO relates to California energy management:
The California ISO, a not-for-profit public benefit corporation, is one link in this chain, but an important link. The ISO is the impartial operator of the state’s wholesale power grid—maintaining reliability and directing the electron traffic on the transmission superhighway that connects energy suppliers with the utilities that serve 30 million Californians.  -- www.caiso.com

The Enron connection to ISO is discussed in retrospective newspaper article:

In strategies dubbed "Death Star," Enron gave the ISO false data that created the impression that transmission lines would be overcrowded with power deliveries. By routing power in part through power lines the ISO didn't control, the ISO couldn't detect that the energy was never actually delivered.  – from San Francisco Chronicle, Thursday, June 6, 2002

Thus, it seems that simple statistics would be useful for exploring what was going on in Enron. In the vast sea of data, leads to possible items of interest are welcome.
As far as the direct utility of an EENEE-type system for data mining, only more data, sampled in a random fashion if necessary, can discover if trends are real; even not really random data filtered for relevance but compared against average topic mention would be good
. EENEE did inspire post-facto detectiveness in us and we expect named entity recognition and analysis would benefit other detectives dealing with large amounts of data.
Resources

prefuse: interactive information visualization by Jeffrey Heer

http://prefuse.sourceforge.net/

To play with prefuse: from the directory with the python files:

java -server -mx500m edu.berkeley.guir.prefuse.demos.RadialGraphDemo etc/friendster.xml

There are other demos available.

ner.jar, a Named Entity Recognizer using Conditional Random Fields model

by Wei Li and MALLET crew
http://ciir.cs.umass.edu/%7Eweili/research.html

Running EENEE (from README-eenee)

Requirements: python, java (1.4+)

1. Gather files: Unzip Assn4-Hodges-LaPietra.zip. Download ner.jar (see Resources) to the same directory as eenee.py.

Items required (all except ner.jar included in Hodges-LaPietra-code.zip)

Enron e-mail processing and our main program:

enronEmail.py

eenee.py

A categories filter file ("cats-desired-nofwd" or "cats-desired-all")

Named Entity Recognizer:

ner.jar (Large file, not included here, easy to download: see Resources)

Results visualization:

prefuse information visualization tool

RadialGraphDemo.java (a modified version of the file that comes with prefuse)

Data

You will also need a directory full of Enron e-mails in the course .txt/.cats form. Or, use the “-allcats” option for unannotated messages.
2. Compile the java visualization files. Here's one easy way:

For MS-DOS:

dir /s /b *.java > temp-srcfiles

javac -d . @temp-srcfiles

del temp-srcfiles

For UNIXy systems:

find . -name '*.java' -print > temp-srcfiles

javac -d . @temp-srcfiles

rm temp-srcfiles

* eenee.py code referring to files and directories would have to be modified (change “\\” to “/”) to work in UNIX
3. Run eenee.py from a command line or change variables in the code itself to run from IDLE GUI.
Usage:

python eenee.py messages-categories-directory category-filter-file –visualize

(or –allcats or –novisualize)

Example:

I'm interested in all e-mails with coarse genre "1". The directory "data/1" happens to only have the Enron e-mail and category files for these e-mails. I'm not interested in e-mails with lots of forwarded stuff. So, my categories filter file looks like the following:

cats-desired-nofwd:

2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 2.10 2.11 2.12

The first line is the "include only" line. It is blank here because I want to include all e-mails in the directory. The second line lists categories to exclude.

Thus, I would run the program like this:

python eenee.py data/1 cats-desired-nofwd -novisualize

Some files will be created. The frequency counts are available in files called “Report…”, i.e. ReportDateConditional has the entity mentions over time data in MS-Excel ready tab-delimited format. And, a graphical representation of who mentions what named entities will appear only if “-visualize” is given as a parameter.

� EMBED PBrush  ���











� We investigated using the class search function but since it returns 500 messages at most, we would only be able to get SEC data from Dec 1998- May 2001 (Sorting by Date Ascending) and Nov 2001-Sometime 2002 (Sorting by Date Descending). If we continued this project, MySQL access to the database would be the way to go.
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