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ABSTRACT
As driver distraction from in-vehicle devices increasingly
becomes a concern on our roadways, researchers have
searched for better scientific understanding of distraction
along with better engineering tools to build less distracting
devices. This paper presents a new system, Distract-R, that
allows designers to rapidly prototype and evaluate new in-
vehicle interfaces. The core engine of the system relies on a
rigorous cognitive model of driver performance, which the
system integrates with models of behavior on the prototyped
interfaces to generate predictions of distraction. Distract-R
allows a designer to prototype basic interfaces, demonstrate
possible tasks on these interfaces, specify relevant driver
characteristics and driving scenarios, and finally simulate,
visualize, and analyze the resulting behavior as generated by
the cognitive model. The paper includes two sample studies
that demonstrate the system’s ability to account for effects of
input modality and driver age on performance.

ACM Classification: H.5.2 [Information Interfaces and
Presentation] User Interfaces – evaluation/ methodology,
theory and methods, prototyping
Keywords: Cognitive modeling, driving, distraction

I NTRODUCTI ON
As user interfaces move off the desktop into our everyday
environments, one increasingly important issue arises in how
we interact with these interfaces while performing others
tasks — for example, taking notes on a PDA during a lively
business meeting, or dialing a cell phone while crossing the
street. One domain that has received a great deal of attention
by the media, citizens, and researchers alike is driver
distraction, or the possible inattention that arises when a
driver performs some secondary task in the vehicle. Driver
distraction and inattention is now the leading cause of
vehicle crashes in the United States [4], motivating both an
increased scientific understanding as to the origins of
distraction and an increased engineering effort to design and
build less distracting in-vehicle interfaces.

Tools for Predicting Driver Distract ion
Because of the dangers associated with driver distraction,
methods and tools that help us predict and mitigate
distraction are valuable to in-vehicle interface design.
However, such methods have been difficult to come by.
Arguably, the best and most common method to date
involves experimentation with a driving simulator, which
minimizes any physical dangers while offering some sense
of realism. At the same time, such empirical studies are
time-consuming and expensive, and also require a working
prototype of the new interface.  Instead, we would prefer a
rigorous predictive method that can evaluate distraction
potential without the need for a physical device or driving
simulator. Arguably the most well-known method, the so-
called “15-second rule,” states that interface tasks that require
more than 15 seconds of total time are most likely to be
distraction [3]. This rule, however, has been disputed as to
its plausibility [19], and certainly at the very least ignores
many clearly important factors such conflicting modalities
between interface use and driving (e.g., a highly visual
interface).

In an effort to further quantify the many intricacies of
distraction, research has begun to explore the use of
cognitive models in predicting distraction. Recent work [14]
has utilized a cognitive model of driver behavior developed
in the ACT-R cognitive architecture [1] for this purpose: the
driver model, validated for basic driving maneuvers such as
curve negotiation and lane changing, is then integrated with
models of secondary-task behavior to predict resulting
performance. This work has successfully accounted for the
effects of distraction both from typical perceptual-motor
tasks [12] and from primarily cognitive tasks [13]. However,
this type of work requires a highly-trained cognitive modeler
to analyze the task and create the model, and even such a
modeler requires on the order of hours to produce a faithful
model of behavior.

There have been recent strides to address the difficulties of
modeling through a combination of rapid prototyping and
modeling by demonstration. The most recent effort in this
vein by John et al. [7] allowed designers (rather than
modelers) to prototype new interfaces using HTML and
demonstrate task behaviors on the resulting web pages,
generating an ACT-R model that can interact with the same
pages. While the original effort focused solely on graphical
user interfaces on the desktop, this work is currently being
extended to driving and in-vehicle interfaces [8, 16]. Because
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these new approaches view driving as one possible
application, though, they do not necessarily result in the
most convenient system package for driving in particular —
for instance, they require three separate applications (web
browser, Java recorder application, and LISP environment)
and run the driving simulation in real time, thus requiring
the users wait many minutes to hours for reliable results.

An I ntegrated Tool: Distract-R
In this paper we describe a new system, Distract-R, intended
to build on the successes of the above work and at the same
time address some of their usability limitations. To this end,
Distract-R at its core is a tool for prototyping and evaluating
in-vehicle devices using cognitive models. However, instead
of requiring users to build and test models, Distract-R uses
cognitive models solely as an internal engine for generating
predictions — no cognitive modeling knowledge or
experience is necessary on the part of the user. In addition,
Distract-R is a single integrated application that incorporates
all the necessary components for prediction, including a
prototyping tool, modeling engine, and driving simulator.
The tight integration and optimized simulation helps
Distract-R generate extremely fast predictions of performance
— roughly 100 times faster than previous tools — and thus
allows designers to iterate on the design cycle much more
quickly and easily.

THE DI STRACT-R SYSTEM
The ultimate goal of the Distract-R system is to provide a
predictive tool for understanding driver distraction and
building less distracting devices, accounting as much as
possible for the wide range of potential interfaces, tasks,

driver characteristics, and driving scenarios. To this end,
Distract-R utilizes an underlying cognitive architecture,
ACT-R [1], that helps ensure psychological plausibility and
at the same time provides a computational framework in
which to build models of behavior. The system also
incorporates recent work on simpler modeling frameworks
for rapid modeling, namely the ACT-Simple framework [17]
that uses ACT-R as its computational engine. In addition,
Distract-R incorporates the ACT-R driver model [14] that
has been independently validated over a number of studies
[e.g., 12, 13, 14, 15]. Nevertheless, Distract-R abstracts over
the details of the cognitive models and makes them (almost)
transparent in the system, such that a user can, if desired,
ignore many of the underlying modeling details and still
accomplish a great deal with the system. Thus, Distract-R is
not intended for cognitive modelers, but rather is intended
for any designer or engineer who is part of the in-vehicle
design process, particularly those (in the majority) with no
prior experience in cognitive modeling.

Distract-R has five major components that allow a designer
to specify various aspects of the interface and task and then
analyze the resulting behaviors. The next five sections
describe each of these components, following a logical
progression through the steps a typical user might take in a
single iteration through the evaluation process. Distract-R is
currently a Macintosh-based application; development of a
web-based system is also underway.1

                                                
1 See http://hcil.cs.drexel.edu/distract-r/

Table of interfaces
in progress

System
components

Button placed
with guidelines

Speaker for
audio output

Microphone for
audio input

Design palette

Figure 1: “Interfaces” panel for rapid prototyping of device interfaces.
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I nterfaces:  Rapid Prototyping
The first component of Distract-R involves a straightforward
rapid prototyping system in which a designer can quickly
specify new device interfaces. This component aims to
provide a “quick-and-dirty” way to sketch a new interface
with as little overhead as possible, with a primary emphasis
on the different modalities used in typical in-vehicle
interfaces. Figure 1 shows the “Interfaces” panel of the
application as a user prototypes a typical phone interface. On
the left side of the window, the user clicks one of the four
buttons on the lower palette to select different components
for building the interface. The four possible components
include:

•  A Button (highlighted on the far left) as might appear
on a phone, radio, etc.

•  A Display that shows visual information (e.g., a radio
display showing the current station)

•  A Microphone that allows the user to provide speech
input to the interface

•  A Speaker that allows the interface to provide sound or
speech output to the user

When the user clicks on one of the palette items and moves
the cursor to the interface panel (center left), the cursor
changes to the selected component and the user can place the
component anywhere on the panel. To facilitate rapid layout,
Distract-R provides guidelines that visually align a new
component with others on the interface, at the same time
allowing the new component to “snap” into proper
alignment. The figure shows a user placing a new phone
button and illustrates the guidelines that appear in the
process.

The table on the right side of the “Interfaces” panel lists all
interfaces currently in progress. As might be expected, the
“+” button adds a new interface to the list, and the “–”
button removes the currently selected interface. The user can
thus rapidly switch back and forth between many interfaces,
sketching several interfaces in minutes to prepare for
downstream evaluation.

The prototyping tool as currently designed is fairly minimal,
and does not offer the many features of some other
prototyping systems that utilize HTML [7] or pen-based
sketching [9]. However, it does serve its purpose as a simple
prototyping tool for in-vehicle interfaces in two ways. First,
the system allows for a very fast working interface on which
a user can demonstrate sample tasks (described next).
Second, the system focuses on one of the most critical
aspects of the distraction potential of new devices, namely
what modalities are utilized by the interface (manual, visual,
speech, and aural) and how these might be combined to
build less distracting device interfaces.

Tasks:  Modeling by Demonstrat ion
The second component of Distract-R allows a user to
demonstrate task behaviors on the prototyped interfaces,

resulting in the creation of cognitive models for these task
behaviors. As noted earlier, however, the user does not need
to understand the underlying models to manage the system
(though such an understanding may of course help); instead,
all “modeling” is done through task demonstration, an
approach similar to that used in recent tools [5, 7; see 10, 18
for other approaches]. Figure 2 shows the “Tasks” panel of
the application as a user demonstrates possible task
behaviors on the prototyped phone interface. On the left, the
user selects which interface the task is associated with, then
adds a new task on the right-hand table and clicks the
“Record” button. Thereafter, the user can click on the
components of the interface, and the system stores these
actions until the user clicks the “Stop” button.

To translate user-demonstrated tasks to predictions of
distraction, we must map the demonstrated action sequence
into a computational cognitive model. For model
specification, Distract-R uses ACT-Simple [17], a modeling
framework that “compiles” to ACT-R production rules and
thus runs in simulation to generate behavioral predictions;
this approach has recently been exploited by John et al. [7]
in their use of the CogTool system for in-vehicle interfaces.
The original ACT-Simple focused on behavioral actions in
graphical user interfaces (mouse pointing, keystrokes, etc.);
instead, we utilize an augmented framework for off-the-
desktop interface actions (hand movement, button pressing,
etc.) [see 8, 16]. In addition, to make the integrated system
as fast as possible, we re-implemented a relevant subset of
both ACT-R and ACT-Simple within Distract-R; the
resulting (C++) code runs approximately 100 times faster
than the original (LISP) code. This simplification was
intended to strip out parts of the modeling systems less
relevant to our immediate driving application (e.g., ACT-R’s
rigorous account of memory recall and learning) and focus on
building a useful approximation of the most relevant features
(e.g., the basic production system with 50 ms rule firings).
The resulting framework actions include:

•  (press-button <loc>): initiate a button press as a hand
movement to the target with a pointed index finger,
requiring 100 ms preparation time plus execution time
determined by Fitts’s law (using ACT-R defaults [1])

•  (move-hand <loc>): initiate a hand movement to or
from the steering wheel, with execution time of 610 ms
[6]

•  (look-at <loc>): find and initiate visual encoding of a
location, with assumed execution time of 150 ms

•  (speak): initiate a speaking action, with assumed
execution time 300 ms (as in previous models [12])

•  (listen): initiate listening to a phrase, with assumed
duration time 300 ms (same as for speech)

•  (think): cognitive operator, with assumed duration of
1250 ms (= 1350 ms [2] – 100 ms visual)  
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The system maps the demonstrated actions to a model as
follows. A move-hand operator first brings the driver’s hand
to the device interface. Then, any click on an interface button
is mapped to a look-at + press-button operator sequence; any
click on a microphone is mapped to a speak operator (i.e.,
the user is speaking into the microphone); and any click on a
speaker is mapped to a listen operator (i.e., the interface is
creating sound output to the user). A sample ACT-Simple
model resulting from task demonstration is shown in Table
1 in the upcoming section on application Study 1.

Because the tasks are performed while driving, we assume
that drivers occasionally need to switch back to the primary
driving task. Inference of these switch points, however, is
extremely difficult or impossible given a minimal
description of the interface and only an action sequence
without goal structure. Thus, Distract-R allows a user to
manually specify switch points where desired through use of
a special “Switch” button: during demonstration, a click on
this button indicates that the current point in the sequence
serves as a natural switching point back to driving. This
approach mimics the “Monitor Driving” button in the
CogTool augmented with the ACT-R driver model [8].
These switches create a note in the resulting ACT-Simple
model to “pop” back to driving after performing the previous
operator.

For cognitive (or mental) operators, Distract-R does not
attempt to infer where such operators would appear [cf. 7].
Instead, it inserts cognitive operators in the form of (think)
only at switch points immediately after a button press:
because the button press requires visual confirmation (we
ignore the possibility of pressing “by feel” for now), the
system assumes that the switch back to driving interrupts the
secondary task model such that a think is needed to recall
and resume the previous goal. Further attempts to infer the
placement of cognitive operators — a well-known critical
issue in keystroke-level modeling [2, 7] — is left for future
work. In addition, the total think time of 1250 ms is actually
divided into three equal-sized units of 417 ms with switch
points between them, modeling the fact that cognitive time
can be interleaved with the primary driving task (as derived
in [16]).

Drivers:  Specifying I ndividual Variability
The third component of Distract-R allows a user to specify
characteristics of the individual driver(s) for testing of effects
of individual differences on performance. The theory behind
how individual differences map to cognitive models and
architectures is currently very incomplete. However, we
attempt to exploit two particular differences that recent
efforts have identified as important sources of effects: driver
age and driver “steering style.”

Age can sometime have significant effects on driver
performance, both from a “hardware” point of view (e.g.,
slowing of motor processes) and from a “software” point of
view (e.g., strategic variability). In the particular context of

the ACT-R driver model, recent work [15] has shown that
age can be reflected in the cognitive architecture by scaling of
the cognitive cycle time, namely scaling the normal cycle
time up by 13%. Distract-R utilizes this result by allowing
the user to specify several drivers with different ages to test
differential effects on performance. The interface allows for
any values between 20 and 70 years of age; however, the
system currently maps any age below 45 to “younger” and
above to “older,” since the theory has only been validated to
this extent. The system thus includes the potential for
generalizing these settings in the future as more is known
about architectural effects of age to that level.

“Steering style” represents a driving-specific parameter that
indicates the aggressiveness with which a driver steers
— that is, whether the driver prefers to steer aggressively
toward the lane center after the car drifts, or whether s/he
prefers to slowly bring the car back to center. This particular
aspect of steering style maps nicely to the ACT-R driver
model, which has three parameters that control its desire to
move to lane center. The “style” control on Distract-R’s
interface currently scales all three parameters by a constant
value: the center represents a default value of 1.0, and the left
and right end points represents scalings of 0.5 and 1.5,
respectively. Adjustment of this value can help users produce
better quantitative fits to empirical results if desired, as
shown in the applications section later in the paper.

Scenarios:  Specifying Simulat ion Environments
The fourth component of Distract-R involves selection of the
driving environment for model simulation — that is, the
environment in which the model driver will navigate and
occasionally perform secondary tasks on the interface. We
currently have implemented only one possible simulation
environment, a construction-zone environment that forces
drivers onto a single lane behind a lead car. The full
“Scenarios” panel offers the option for generalizing this
component later to encapsulate a fuller range of possible
environments, ideally from the simplest car-following task
to a full-blown multi-lane highway environment with signs,
heavy traffic, and perhaps additional hazards.

Results:  Simulat ion and Visualiz at ion
The final component of Distract-R consists of the driver
simulation, visualization, and analysis tools. First, when the
user switches to the “Results” panel, the system takes all
specified interface-task pairs and drivers and creates a table of
all possible combinations. To watch the driver model
navigate the environment in real time, the user can select one
combination from the table and press a “View Simulation”
button. The system then launches the simulation in a new
window, as shown in Figure 3, and also indicates the
model’s current eye position on-screen. This provides users
with a visualization tool such that they can examine sample
protocols and get a sense of how the interface may impact
the driver’s performance.
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To gather aggregate measures without viewing, the user can
press the “Run Simulations” button and run each
combination sequentially to fill in a table of relevant
measures, shown in Figure 4. The table currently includes
the measures of average time to complete the secondary task
(“Task Time”), root-mean-squared lateral deviation from lane
center (“Task Lat Dev”), and average absolute lateral velocity
(“Task Lat Vel”); the last two measures, common in
empirical studies of driver behavior, represent indicators of
vehicle stability and thus can be interpreted as steering
performance. As we noted earlier, the original driver model
ran in approximately real time; in stark contrast, Distract-R
can run 10 minutes of simulated driving in approximately 3
seconds, greatly speeding up the evaluation process and
getting near-immediate predictions of performance.

To view and compare simulation results for specific
measures, Distract-R includes a graphing tool illustrated in
Figure 5. From the pop-up menu on the bottom, the user
selects a particular measure of performance, and the system
then updates the view to display the results for all interface-
task-driver combinations. Both axes scale automatically
according to the number of combinations as well as the
largest values in the graph.

SAMPLE APPLICATI ON STUDIES
We have applied the Distract-R system in two studies to
demonstrate the validity and usefulness of this approach. The
following two studies examine how the system can help
predict potential effects of driver distraction as arise in
differences in input modality (Study 1) and as arise in
younger versus older drivers performing a secondary task
(Study 2). The current studies are based on previous work in
which the tasks were modeled by an expert modeler. In
contrast, we illustrate here how Distract-R enables a designer
with no background in cognitive modeling to produce the
same results quickly and easily.

Study 1:  Effects of  I nterface I nput Modality
The first study explored the effects of different input
modalities on driver performance. In an empirical study of
phone dialing while driving in a fixed-base simulator,
Salvucci [12] examined four methods of dialing a mounted
phone: Full-Manual dialing by entering all 7 digits of a
memorized phone number, Speed-Manual dialing by
entering a 1-digit shortcut to the desired number, Full-Voice
dialing by speaking all 7 digits and hearing audio
confirmation of recognition, and Speed-Voice dialing by
speaking a single-phrase shortcut for the number. All
interfaces required drivers initially to turn the phone on with
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Figure 6: Task time and lateral deviation results for the Study 1 task conditions.
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one keypress; the manual interfaces required drivers to press
a “Send” key after dialing, while the voice interfaces
provided an audio confirmation of the sending process. The
empirical study found that manual dialing interfaces
produced significant effects of distraction while voice dialing
interfaces produced little to no effect [see 12].

We used Distract-R to prototype the four dialing methods as
four distinct tasks on the same interface. The basic phone
interface comprised a standard keypad as well as a
microphone and speaker for speech input and output, namely
that shown in Figure 1. We then demonstrated the four
methods as tasks on this interface assuming that drivers
switched back to driving after turning on the phone, after
speaking or listening (since they do not require visual
attention), and, for the Full interfaces, after dialing 3 of the 7
digits; we also demonstrated a fifth place-holder null task
(i.e., no operators) to make predictions for the no-task
condition. Table 1 shows resulting model for the Speed-
Voice condition, with asterisks indicating points at which
the model switches to driving. Note that, as mentioned
earlier, the think operator is in fact divided into three blocks
of 417 ms and switches to driving between the blocks to
model interleaving of cognitive operations.

Table 1: ACT-Simple model for the Speed-Voice
condition as generated by task demonstration.

Operator Description

(move-hand device)*
(look-at “On”)
(press-button “On”)*
(think)
(speak)*
(listen)*
(listen)*

Move hand to device
Look at On button
Press On button
Cognitive operator
Say callee’s name
Hear callee’s name
Hear send confirmation

Results were compiled with Distract-R’s default settings of
10-minute simulations for each task running a task trial
every 20 seconds. The entire process as performed by the
authors, from prototyping to task demonstration to full

simulation, required a total of 90 seconds — 75 seconds for
prototyping and demonstration, and 15 seconds for all
simulation runs. Of course, in this case the design and tasks
were known in advance as opposed to being invented on the
fly; nevertheless, this result clearly demonstrates that
Distract-R’s interface itself is not an obstacle to specifying
and evaluating new devices.

Figure 6 shows the human data, Distract-R predictions, and
original expert model predictions [12] for two measures. To
fit the empirical data, we used a younger driver (like the
original study) and manipulated only the “steering style”
parameter, estimated value 0.55. The task-time measure
shows the time needed to complete the tasks for each dialing
method. Distract-R (R2>.99, RMSE=.53) and the expert
model (R2=.99, RMSE=1.07) are both fairly accurate albeit
slightly on the low side for most conditions. (Note that
Distract-R currently has no randomness in the system and
thus repeated runs produce the same results.)  Importantly,
Distract-R predicts the same rank order of interfaces as the
human data, namely that the Full-Voice condition requires
the most time and the Speed-Manual condition the least
time. The lateral-deviation measure shows how far the
vehicle deviated from the center of the lane, calculated as a
root-mean-squared error. Distract-R (R2=.88, RMSE=.11)
again predicts the main effects well, in particular the large
effect for the Full-Manual condition, a smaller effect for
Speed-Manual, and little to no effect for the voice
conditions. The expert model (R2=.83, RMSE=.21) does not
fare quite as well; in fairness, however, the original study
explored a priori predictions with no parameter estimation,
and thus the expert model could very likely be adjusted for a
better fit with such an estimation.

Study 2:  Effects of  Driver Age
The second study explored the effects of age on driver
performance, with and without a secondary task. Reed and
Green [11] asked younger (approx. age 20-30) and older
(approx. age 60-70) drivers to dial a 10-digit phone number
(including area code) while recording various behavioral
measures. Salvucci, Chavez, and Lee [15] modeled this
experiment with hand-crafted ACT-R and ACT-Simple
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Figure 7: Lateral velocity results for the Study 2 task conditions.
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models. The original experimental results, also achieved by
the expert model, showed younger and older drivers to have
roughly the same performance without a task but reduced
performance with a task. In addition, older drivers exhibited
a much larger effect of task than younger drivers.

Again we utilized Distract-R for rapid prototyping and
demonstration, this time designing only the phone keypad
(i.e., no microphone or speaker) and demonstrating the task
of dialing 10 digits. For this study, the entire process
required 60 seconds — 45 seconds for prototyping and task
demonstration, and 15 seconds for simulation. As in Study
1, results were compiled with Distract-R’s default 10-minute
simulations, and the “steering style” parameter was re-
estimated to a best-fitting value of 0.65. (The small
difference in parameter values between studies is not
especially surprising given that the empirical studies were
conducted with two different driving simulators with
different simulated vehicle dynamics; in general, we expect
the same parameter values to apply given the same empirical
setup and similar driver populations.)

Figure 7 shows the human data, Distract-R predictions, and
expert model predictions [15] for Reed and Green’s lateral-
velocity measure. Both Distract-R (R2=.87, RMSE=.05) and
the expert model (R2>.99, RMSE<.01) exhibited no effect of
age for the no-task condition. In the task condition, the
models both produced effects of task and the corresponding
interaction with age — namely, that the performance of older
drivers is hampered more than that of younger drivers. The
expert model more closely captures performance in the Task
conditions, but nevertheless Distract-R does very well in
accounting for the basic effects qualitatively and
quantitatively.

FUTURE DI RECTI ONS
As a predictive tool for designing less distracting in-vehicle
interfaces, Distract-R is a work in progress. The application
does not focus on any one component in the design process,
but rather emphasizes the integration and ease of flow
between components, allowing a user to quickly move from
new designs to quantitative predictions. Each component of
the system could be more fleshed out in the future, requiring
both theoretical advances as well as new engineering tools.
For instance, incorporation of other forms of driver
variability, such as fatigue or drunkenness, would require
new theories of how such factors map onto the cognitive
architecture. As soon as such theories can be realized, they
can be easily embedded into the system to provide both a
more general and more rigorous account of driver behavior
and distraction.

This paper has shown that Distract-R provides a good
engineering approximation to several aspects of distraction as
demonstrated in the two application studies. Nevertheless,
validation of an application such as Distract-R may take
many forms. The accuracy of the driver and task models
have the most significant impact on predictions — that is,
for the system to generate reliable predictions, these models
must have as much psychological validity and plausibility as
possible. Fortunately, the driver model has been
independently validated for basic measures of performance

[14], and the integrated-model approach used here has also
been demonstrated successfully in a number of studies [e.g.,
12, 13]. In addition, ACT-R itself has undergone many
validation efforts [e.g., see 1], and ACT-Simple has proven
reliable as a simpler, approximate modeling framework [17].
Applications of the modeling frameworks, driver model, and
Distract-R system to additional domains will continue to
provide validation for the proposed approach and/or suggest
ways in which the system should be revised and improved.
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