
Automatic Court Opinion Classification

	Noah Kersey
	Longhao Wang

	School of Information
	School of Information

	University California, Berkeley
	University California, Berkeley

	Berkeley, CA 94720, U.S.A.
	Berkeley, CA 94720, U.S.A.

	noahkersey@gmail.com
	longhao@ischool.berkeley.edu


	
	


Abstract

This paper describes our effort to automatically classify court opinions. The paper details our experiment process including data collection, construction of training and testing dataset, experiments with rule-based and statistical classification algorithm, and analyzed the experiment results. Our result shows that while a rule-based classifier has higher precision, statistical approaches such as decision tree and maximum entropy is superior for overall performance evaluated by F-score. Related work and future work are discussed in the last two section.

1 Introduction

Court systems of the United States publish their opinions online. Typically, courts put their latest opinions on their websites in PDF format. For instance, Ninth Circuit Court of Appeals publishes their opinions in reverse chronological order on their webpage.
 

     In addition, public interest groups have converted historical court opinions for free online, and provide bulk download. Public Resource.org is one such example. 

Although the opinions are publicly and freely available, they are not organized in a way that enables efficient legal research. For instance, if one needs to research copyright cases only, currently no free resource can offer this search function by categories. Although these free resources offer full-text search, searching “copyright” in full text will result in huge number of cases that include the word “copyright” but are not copyright law cases, in information retrieval terms, a low precision scenario. Full text search will also result in low recall for some searches. For instance, common law “tort” cases frequently do not include the word “tort” in the opinion text. In sum, full-text keyword search will frequently result in low precision or low recall. Since it is critically important to identify all the relevant precedents in a litigation, current free resource tools cannot offer a usable tool for legal research.

     Commercial legal research databases have hired humans to manually classify legal opinions. The most prominent of these commercial legal research databases are Westlaw and LexisNexis. However, these databases are enormously expensive to both build and maintain as well as to use. A single query on these databases cost more than two hundred dollars at retail prices, and users would have to pay more to access full-text search results. Only professional lawyers could afford the prohibitively expensive price. 

     However, many people other than lawyers have urgent needs to access organized legal information. For instance, journalists who need to keep up with an area of law (e.g., election laws for political journalists), non-law students who need to study an area of law (e.g., medical school students who need to understand malpractice law for medical profession), people who defend themselves in a law suit without lawyers (pro se defendant), just to name a few. Organizing free legal information and offering it free to the public has the potential to generate a significant social benefit. 

     There are many aspects to organizing legal information. Westlaw for instance, has case summaries, head-notes, key word search functions (e.g. search by judge name, etc.). Applying what we have learned from Applied Natural Language Processing, we experimented with automatic classification of court opinions. This will greatly enhance the value of free legal information and create substantial societal benefits.

2 Project outline and scope

For our project, our goal is to automatically classify legal opinions on the Web. Although we do not expect our result to be as good as human-created classifications by Westlaw or LexisNexis, or offer the same level of rich summarization and metadata, our project will explore a way to enhance access to legal information for those who cannot afford the expense of using commercial research services.

Creating appropriate categories is the first challenge we face. If the category is too high-level, it will not provide a useful tool for legal research because a search will return too many results. If the category is too detailed, we risk not having enough data for training and testing. In addition, categories of law are not mutually exclusive. For instance, an opinion may contain procedural issues of the litigation, addressing concerns raised by the litigants that cover several bodies of law. Due to this vagueness, our project design avoids the complicated category issue, which is difficult for us given our limited understanding of the law. Instead, we will construct a binary copyright/non-copyright classifier. The advantage of this design is the project is very scalable: if we choose to change a category at a later time, the change only affects one classifier, rather than the entire project. In addition, we can implement the classifiers one at a time. 

    We started the project with a copyright/non-copyright classifier. We will implement other classifiers if time permits.

3 Data collection

We collected court opinions directly from court websites where they are published, as well as from secondary sources.

3.1 Download data

     We collect copyright cases from the Wikipedia List of Copyright Cases.
 Not all the cases listed on Wikipedia are publicly available. Therefore we record the case citation numbers, (e.g. 35 F.3d 1435), and then check out the text of the opinion from LexisNexis. This was an important first step for our project, and also somewhat time-consuming. In the end, we obtained 79 copyright cases in PDF format from LexisNexis. 

    For non-copyright cases, we created 13 scrapers to download the latest opinions from 13 federal circuit courts of the United States. All courts publish their opinions in PDF format. We saved these PDF files to local disk. We have downloaded more than 900 cases. 

3.2 Cleaning raw data files

After we have downloaded the latest opinions from circuit courts, we need to remove the copyright cases in the collection. 

    We make use of the fact that in 1976, copyright law is codified as Title 17 of United States Code. Thus, copyright law cases frequently cite Title 17 of United States Code in the form of “17 U.S.C.” We also assume that the word “copyright” appears in copyright cases.

    We therefore implement this rule to remove all copyright cases from our collection of more than 900 cases from federal circuit courts: 

If the case contains “copyright” or “17 U.” then remove the case from the collection. 

We note that this rule will remove cases that are not copyright from the collection. But give that we have 79 copyright cases and more than 900 cases from circuit courts, the errors do not matter.

    After applying this rule, we have 781 non-copyright cases from federal circuits. The total number of cases is 854, with 781 non-copyright cases and 79 copyright cases.

    We take 90% of all copyright cases and non-copyright cases for training, 10% of all copyright cases and non-copyright cases for testing. 

4 Rule-based classification

We first used a rule-based classifier as a baseline. 

   Our intuition is that the statutes cited in a case indicate the classification of a case. However, we want our solution to be generic, not limited to copyright cases. 

4.1 Extracting statute citation

    Fortunately, the court in the United States has adopted A Uniform System of Citation.
 However, due to PDF to text conversion errors, and or some other reasons we are not clear, statutes cited appears in different forms. For instance, Title 17 of United States Code Section 101 may appear as one of the following:

· 17 U.S.C. § 101
· 17 U. S. C. § 101  (spaces between U. S. C.)
· 17 U.S.C. §§ 1201
· 17 U.S.C.  Sec. 505.12
· 17 U.S.C. §101 (no space after §)
    We created a regular expression to capture all theses variations. In Java programming language, the regular expression is:

"(\\d)+\\sU.(\\s)?S.(\\s)?C.\\s(([§¤])+|Sec.)(\\s)+(\\d)+"

    This regular expression catches a string that starts with indefinite number of digits, followed by a space, then “U.S.C.” with possible space between the characters, followed by section sign or “sec.” (but due to PDF conversion error, the section sigh may appear as ¤), one or more spaces, and indefinite number of digits. The regular expression can catch all the aforementioned variations of citations. 

4.2 Classification based on statute citation

    Copyright law is codified as Title 17 of United States Code. We apply this rule to the result of statute extraction for classification is:

If the statute extraction results in the case include string “17 U.” then the opinion about copyright case. 

    Since there is no training involved, we apply this rule to the whole data set of 854 cases. The next section analyze the results.

4.3 Evaluation and analysis of rule-based classifier

    Of the total number of 854 cases, 59 are correctly retrieved as copyright cases. However, the rule-based classifier missed 20 cases. All retrieved results are correct. The result can be summarized in the following graph:


[image: image1]
    The precision is high (1.0), because all results are correct. The recall is low (59/79 =0.75) F-score is 0.85

    Analyzing these results is illuminating, particularly the reasons why the recall is low.  The first reason is that copyright law is not codified in Title 17 of United Stated Code before 1976. As a result, copyright cases before 1976 cannot be retrieved with rule-based classifier. This accounts for the majority of the 20 cases missed by the rule-based classifier. The second problem with rule-based classifier is some copyright law issues are not codified because of the common law tradition of the U.S. judicial system. For instance, there is a series of cases on copyright licensing (e.g. clickwrap license when installing a software), but licensing is not codified in Title 17 of United States Code. Third, some courts use alternative ways of citation. For instance, one court uses the citation “The Copyright Renewal Act of 1992, Pub. L. No. 102-307, 106 Stat. 264 (1992).” 

     The discussion above shows the insufficiency of rule-based approach for court opinion classification, and analyzes the reasons for its low performance. However, rule-based approach offers a valuable baseline for the classification algorithms based on statistical learning, which we will discuss below.

5 Learning and testing

We then turned to NLTK to see what kind of results we could get using the classifiers it makes available.

     Our first task was to get a set of features for the classifiers to use. One interesting thing about the published court cases is that they come in a variety of lengths, and contain more or less descriptive text. Their length ranges from one to over 40 pages. After programatically compiling the corpus, including tokenizing, normalizing into lower case, applying a label, either copyright or non-copyright, we ran a naive bayes classifier over the training set and examined the most informative features. As expected, some predictable keywords were very effective, like “copyright” itself, but there were also surprising words which turned out to be effective as well, such as “weigh” and “relation”, each of which makes sense in hindsight since the test for copyright protection and fair use includes this kind of language. They might not have been the kind of thing a human would have know to include if building this without the benefit of the computational process however. We ended up with a 55 word vocabulary for the copyright domain which acted as our feature set for the classifiers. 

      With this specialized vocabulary we trained a naive bayes classifier, a decision tree classifier, and a maximum entropy classifier. We then tested the effectiveness of each of those on a reserved test set of 95 cases previously unseen by the classifier. 

     The naive bayes classifier proved to be the least reliable, gaining .57 precision, and .83 recall, with an F-score of .68. It produced one false negative, and three false positives. Since the test set was limited in numbers, even missing one will cause a noticeable change in the score.

     The maximum entropy classifier was the next best performer. It scored a 1 for precision, a .83 for recall, and a .90 F-score.

     The Decision Tree classifier achieved a perfect score, correctly identifying all of the copyright cases with no false positives.

     These scores are heartening and we feel this undertaking is worth pursuing further, even though the test set was small.  It is also probable that as the case law evolves, the vocabulary would need to be updated, because there would likely be other words which come to be significant as new technologies are introduced or new tests written into law. 

    Our results summarized in the table below:

	
	Rule-based classifer
	Naïve Bayes 
	Maximum entropy 
	Decision tree

	Precision
	1.0
	0.57
	1.0
	1.0

	Recall
	0.75
	0.83
	0.83
	1.0

	F-score
	0.85
	0.68
	0.90
	1.0


    We also note that statistical results (maximum entropy and decision tree) outperform rule-based classification. This proves the effectiveness of statistical NLP approaches.
6 Related works

There are published works on automatic classification of court opinions.
 The F-score of published results in related works ranged from 0.49 to 0.55.

    Our result is far superior to these works, because we avoided the trap of multiple categories. The fundamental flaw of previous work is these works attempt to classify the opinions into one of the multiple categories at one time. For instance, one paper
 includes 18 categories and attempt to classify an opinion into one of the categories. The categories include bankruptcy, commercial law, taxation, tort, etc. This approach is flawed because the law is not mutually exclusive. An opinion can be both bankruptcy and taxation at the same time. 

   Our solution is pragmatic and very effective. Instead of constructing overlapping categories, we use a binary copyright/non-copyright classifier. In addition, our approach is highly scalable, because we could expand the same classifier to other bodies of law, such as taxation/non-taxation, bankruptcy/non-bankruptcy, etc. 

7 Future work

    In the future, we could experiment with ways to improve the precision and recall of the classifier. 

    One way is to experiment alternative ways to select features. For instance, we could experiment selecting words with the highest TF-IDF scores. In addition, we could experiment not only feature words, but also multiple-word phrases (e.g. bi-gram, tri-gram, etc.)

    We could also experiment with other classification algorithms (e.g. support vector machine), or combining these algorithms with meta-algorithms.

    Finally, we could expand the scope from copyright law to other bodies of law. 
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