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Insider Tweeting -  NLP Stock Value Predictor

Abstract

In this paper I implement a Naive Bayes Classifier to classify Twitter text (tweets) as having either a positive or negative sentiment. The purpose of this paper is to determine whether there is a predictive relationship between the sentiment of tweets coming from employees of a company (in this case Apple Computer Inc.) and the company's stock price.  I also look at whether a predictive relationship exists for Technology Bloggers and Apple Computer Inc. In this part of the analysis I build a sentiment analyzer based on custom picked unigrams and bigrams. The results are inconclusive, but a small negative correlation is found that could lead to further research.

Introduction

The motivation for this project is the possibility that profit can be made by determining the average sentiment of a large number of tweets.  In order for this possibility to exist, I will have to show that there is a correlation between real-time 'tweet sentiment' and future stock price.   

I define tweet sentiment to be the general sentiment expressed in the tweet. The sentiment of any single tweet can be positive (1), neutral (0), or negative (-1).   The overall sentiment of many tweets is the sum of the sentiments of the individual tweets.

If there were a positive correlation between tweet sentiment and stock price, a positive tweet sentiment would be followed by an upward movement in stock price.  A negative correlation would mean a downward movement in stock price would follow a positive tweet sentiment.

I began with two hypotheses that describe the mechanism by which tweet sentiment could be an indicator of future stock price.

1. The employees at a company may be feeling giddy or dejected about current projects at a company, or an announcement that will be made. This sentiment of positive or negative stuff happening at the company will be manifested in the general sentiment of the employees' tweets.

2. Technology bloggers are very eager to learn about and pronounce judgments on the technology announcements of various companies.  As they are experts in the field they can offer insightful judgments on new technologies.  Wall Street investors often rely on these judgments to guide their investment decisions.

It is my further assumption that by using NLP techniques, I will be able to detect and act upon sentiment in both the above cases before Wall Street has reacted to the sentiment. Although it is not clear how far behind the 'twitterverse' the stock market might lag, I will begin with the assumption that the market is only 24 hours behind the twitterverse.  So, for example, I will compare Monday's tweet sentiment to Tuesday's stock prices.

Data Set
· Data found for the period from May 28 - November 28, 2009

· Retrieved 29,162 tweets from 40 Apple Employees

· Retrieved 23,458 tweets from 14 tech blogs.

· Average ~  250 tweets per day in total

· Average ~ 4 tweets per day per employee

· Stock data includes opening price and closing price for each business day

Methodology

1. Choose test company: Apple Computer.

I chose Apple because I know a lot about this company. I use their products, and I used to work there.  This makes it easy for me to judge a tweet as either positive or negative.

2. Get the twitter usernames of as many Apple Employees as possible.
The accumulation of Apple employee twitter names was difficult. I started with a couple of people I knew worked at Apple. I then researched Apple Employees via LinkedIn. Finally I started combing through the tweets of the Apple Employees that I knew, to look for clues that revealed other Apple Employees. I also found one good 'Tweet List' of one Apple Employee entitled 'Apple Employees'. This listed 20 additional Apple Employee tweeters. ; a gold mine.  At this time I also started accumulating a list of tech blog tweeters that focused on Apple  Computer Inc.

3. Write python program to grab the tweets going back 6 months.
I used two python packages to automate the grabbing of tweets.  URLgrabber and JSON packages.  Using these packages in combination with Twitter's well-documented API allowed me to automate the retrieval of all tweets from my tweet list going back to May 28.  I felt that 6 months of tweets was probably enough to get a sense of whether any correlation could be found. It also left open the possibility that if I need more data, I could go back another 6 months.  At this time I also grabbed the tweets of 30 iSchoolers over the same time period to use as a control set.

4. Grab Apple Computer Inc. financial data from Google Finance.
This part was remarkable simple.  Google has an API that allows you to download the basic stock market data for any company going back 5 years. It took a mere 30 minutes to find and download stock data for Apple, format it nicely in FileMaker Pro, and calculate daily change in stock price.

5. Separate tweets into useable format and classify as 'Positive' or 'Negative'.

I imported all the tweets into separate records in FM Pro.  I then translated the text date of each tweet into a useable date format, and compared each tweet to the following day's change in stock price. I then classified each tweet as either 'Positive' or 'Negative', and output each tweet to a separate text file.

6. Used python to get Most Informative Features.

I split the 6-month data set into a test set (2 months) and a training set (4 months).  I ran the nltk.FreqDist algorithm to get a list of words in the data set. I then ran the nltk.NaiveBayesClassifier to determine a list of the Most Informative Words. I did this for all three tweet data sets (Apple Employees, Tech Bloggers, iSchoolers).

7. Examine the data and consider the predictive value of each data set.

I compared the predictive values and Most Informative Features list between the three sets to assess whether any correlations existed.

Findings

I found that the predictive value of both test data sets was statistically equivalent to the predictive value of the control set (iSchool tweets).

Predictive Ability (by data set):

Apple Employee Tweets
.51 - .57%

Tech Blogs
.50 - .61%

iSchool (control set)
.51 - .58%

The fact that a higher than 50% predictive ability is registered for each set simply indicates that tweets are not independent of each other. Individual words spike on days when they are relevant to an event occurring on that day.  For example, on the day following a big rock concert, the word 'concert' is used frequently.  If a number of Apple Employees attended, and if the following day happened to be a negative stock day, then the word 'concert' would appear to be a negative predictor.  But there is clearly not a causal relationship between concerts and Apple stock price.

In addition, a look at the Most Informative Words lists revealed that the most informative words in both data sets are seemingly random. The words are less Apple related for the employees than for the bloggers.  And this last observation, combined with the slightly higher predictive ability for the Tech Bloggers, was the shred of evidence that I used to focus my second approach on the Tech Blog tweets rather than the Apple Employee tweets.
Most Informative Words

	Apple Employees: 
	

	Negative
	Positive

	Word                   Ratio

------------------------------------------

wwdc
19.4

concert
4.4

ya
4.4

incredible
3.7

zero
3.7

lab
3.7

bash
3.4

cute
3.4

loving
3.4

especially
3.4

windows
3.2

hotel
3.1

hi
3.0
	Word
Ratio

-------------------------------

motorcycle
5.8

wifi
5.4

wave
5.1

silly
4.1

google
3.8

maker
3.8

objective
3.7

although
3.6

security
3.4

focus
3.4

ps3
3.2

couch
3.2

unfortunately
3.2


	Tech Bloggers: 
	

	Negative
	Positive

	Word                   Ratio

------------------------------------------

event
4.1

watch
3.5

see
3.3

million
3.2

even
3.1

3g
2.9

tools
2.9

pc
2.9

gmail
2.9

version
2.9

report
2.8

core
2.7

ready
2.6
	Word
Ratio

-------------------------------

server
4.3

developer
3.6

flash
3.3

wants
3.3

sony
3.0

government
2.8

stevejobs
2.8

love
2.7

finalcut
2.7

snowleopard
2.7

reality
2.7

computers
2.6

leopard
2.6


NLP Models in Approach 1
In assessing the predictive value of words in the corpus I used the nltk Naïve Bayes Classifier.  This approach calculates the probability of each document feature independently of all other document features to come up with a probability that a document feature (word) is related to a particular classification of the document (pos/neg).
Second Approach - Custom Classifier

My analysis of the 'most informative words' produced by the Naïve Bayes Classifier approach impelled me to try a different approach. The indication was that perhaps there was no correlation between any single word.  However perhaps the sentiment of the tweet could be established by using a cluster of key words and phrases (unigrams and bigrams).

In this approach I picked 50 words and phrases that conclusively indicate positive sentiment in a tech tweet, and 50 words that conclusively indicate negative sentiment in a tech tweet. I assigned a value to each of these words/phrases depending on how negative or positive they were. For example, 'lawsuit' is a much more negative word (from a stock value perspective) than 'bug'.  Thus 'lawsuit' is assigned the value of -3 and 'bug' is assigned a value of -1. Conversely, 'awesome' is a more positive word than 'good'.  So 'awesome' would be assigned +2, and 'good' would be valued at +1.

I also produced a list of words that would track whether the tweet was about Apple or one of its competitors.  If the tweet were about one of Apple's competitors, this would flip the sentiment factor.  For example if the sentiment was very positive, but the content indicated that the tweet was about Microsoft, then the tweet sentiment was very negative.

Sample Sentiment Classifier Phrases

Positive
Negative
About Apple
About Competitor

acquire
fake
steve jobs
bill gates

wins
broken
ipod touch
android

great
lawsuit
apple
microsoft

best
bug
mac os x
windows 7

to die for
dead
iphone
google

must have
guilty
app store
chrome

sold out
fail
macbook
vista

sell out
fired
safari
nintendo

awesome
yawn
macintosh
nokia

Each tweet was then processed for each classifier phrase, and assigned an overall sentiment rating.  Then all tweets for each day were aggregated and each day was given an overall tweet sentiment rating.  Finally I could compare each daily tweet sentiment to how the stock fared on the following day.  I did the same analysis a second time, this time comparing tweet sentiment to Apple stock price after I had normalized it with the Nasdaq average.  Lastly I compared tweet sentiment to the stock price three days later, to see if there is a delayed reaction to tech tweets.

I summarized the results of each comparison in a scatter plot diagram. See appendix diagrams 1-3.

The scatter plot diagrams indicate a very slight negative correlation between the NLP tweet sentiment and Apple's stock price. A negative correlation would indicate that positive tweets might adversely affect a stock price the following day. The only way I could explain this would be if the opening stock price, on the day following a positive tweet day, routinely over compensated for the tweet sentiment. In this case, investment opinion would reset during the day and bring the stock price down to a more realistic level.

To test this assumption, I manually tagged 1445 tech tweets between May 28 and July 31, 2009 to see if a human based sentiment analysis would yield similar results.  The results were interesting.  In this case, there seemed to be a clear inverse correlation between tweet sentiment and stock price.  However with only 47 stock days worth of data in the sample, the sample size is too small to draw any strong conclusions. See appendix diagram 4.  After tagging this set I was able to go back and test the effectiveness of my sentiment analyzer.  It turned out to be correct 58% of the time. That meant that my daily tweet sentiment was correct only 69% of the time.

Conclusions

In order to make any strong conclusions about whether my initial hypotheses are correct or incorrect I would need more data and better sentiment algorithms.  As it stands with the amount of data that I have, and the quality of the sentiment algorithms that I am able to build, it would appear that little to no stock market prediction can be gleaned from 'insider tweeting'.   Tech blogs remain a slightly more fruitful area for exploration.  It is possible that there is a shorter time period (than 24 hours) between when a tweet emerges and when its effect is felt on Wall Street.
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Appendix: Diagrams 1 & 2
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Diagram 3 & 4
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