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Abstract

This paper describes an experiment we have conducted
to explore the effectiveness of animation in improving indi-
rect manipulation operations. Indirect manipulation oper-
ations are those initiated by command menus and buttons,
to perform a transformation on a graphical object or set of
graphical objects. The particular improvement is an oper-
ation’s ability to show both what would happen if the oper-
ation is committed and what would happen if it were can-
celled, while an operation is being considered. The exper-
iment required subjects to watch a simple alignment oper-
ation for a set of graphical objects. They were then asked
to record the original placement of those graphical objects.
Each task used one of four visual cues: modified telltale,
wiggle, colour, or no visual cue. We found the modified tell-
tale, wiggle, and colour visual effects significantly more ef-
fective than no visual feedback for cuing the user as to orig-
inal position of the graphical objects. The modified telltale
and colour effects were significantly more effective than the
wiggle effect.

1 Introduction

We are interested in exploring how techniques borrowed
from cartoon and computer animation may be used to en-
hance the experience of interacting with a computer. In par-
ticular, we wish to apply animation to the interface itself—
to enhance or augment the effectiveness of human interac-
tion with applications that present a graphical interface.

In previous work, we have used animation techniques
to help smooth abrupt transitions in the visible state of the
screen [14] and to reinforce the illusion of direct manipu-
lation that underlies many human computer interfaces [13].
To demonstrate these ideas, we extended a graphical edi-
tor to incorporate animation into the direct manipulation of
graphical objects. We also applied animation principles to
interface operations where on-screen changes come about

indirectly as a result of commands initiated from menus and
buttons [15].

This paper presents a new set of animation effects to pro-
vide visual cues to highlight information about changes that
come about indirectly. The paper presents a set of results
from an experiment carried out to show how effective these
different visual cues are in improving a user’s ability to vi-
sualise the pre and post positions of graphical objects during
an indirect manipulation alignment operation.

1.1 Direct and indirect manipulation

In his seminal paper [9], Shneiderman identified the es-
sential ingredients of direct manipulation: immediate re-
sponse to actions, incremental changes, and reversible ef-
fects. Properly applied, these characteristics can convince
users that they are directly interacting with application data,
even though they know it is all an illusion [7].

Direct manipulation works best when there is a straight-
forward mapping from user actions to visible changes on
the screen; typical examples include dragging an object to
a new position, stretching it to make it larger, or rotating it
around an origin. But some changes have no obvious map-
ping (like changing an object’s colour), and others require
more precision than can readily be achieved by direct action
(like rotating an object by exact quarter turns or moving
it to exactly align with another). One way to permit such
operations is to provide commands that carry out the de-
sired change, together with a way to invoke the commands
as needed. In the context of graphical interfaces, the com-
mands are usually invoked by pressing a button in a tool-
bar or selecting a choice from a menu. We call this style
of interactionindirect manipulation, since an action on one
object (a button, for instance) causes a change to another
object.

Previously we have shown how animation techniques in
our drawing editor can enliven the objects the user manip-
ulates directly or indirectly, strengthening the sense that
“things are happening.” For example, we display the be-



Figure 1. Before/after alignment

Figure 2. Animating alignment

haviour of a manipulated object as a cartooner might: an
object dragged by its corner distorts slightly, as if it has in-
ertia. In the case of an indirect manipulation causing an
object to move (perhaps to align it to another object), we
would portray the change as if the object is dragged by one
of its corners.

1.2 The problem

This research addresses two problems that often occur
in indirect manipulation: an abrupt visual change can be
confusing (and sometimes ambiguous), and the final result
of a complex change can be difficult to predict.

The visual changes caused by direct manipulation are
easy for users to understand because the user focuses di-
rectly on the affected object and tracks the change as it
occurs. But for changes caused by indirect manipulation,
where the user’s attention is focussed elsewhere and the
change is instantaneous, the effect can be confusing.

Figure 3. Previewing alignment

Sudden visual changes can be disruptive because the user
must subconsciously digest the new state of the screen; it
takes a brief but significant moment before the new state
is assimilated and the user can proceed with another task.
Moreover, if the initial and final state of the screen are simi-
lar (perhaps an operation rotated a square through a quarter
turn or flipped an object about an axis of symmetry), it may
not be obvious just what has changed or how the change
came about. To understand the changes, the user has to re-
member the initial state of the screen. The user’s memory
may be taxed by this, and this extra load on their memory
may increase the user’s cogitative load for the task.

For example, Figure 1 shows an operation where objects
have been rearranged so that they abut left-to-right. By in-
spection, it is not obvious which objects in the initial con-
figuration (top diagram) correspond to the objects in the fi-
nal configuration (bottom diagram). If the screen instan-
taneously changes from one configuration to the other, the
user may well be confused.

1.3 Human memory

We are presenting in this paper user interface techniques
to improve a user’s ability to remember the initial state of an
indirect manipulation operation and understand final state
of that operation. An overview of key factors affecting a
user’s ability to remember this form of information is pre-
sented here.

Memory can be considered to have two components:
working memory and long-term memory [16]. Working
memory is the temporary store used to retain new infor-
mation. This is the memory that is used to calculate men-
tal arithmetic. It is used to hold information until it can
be encoded into long-term memory. Information stored in
working memory is often encoded in either spatial or verbal
forms, and is usually associated with a semantic represen-
tation [10] in that awareness of meaning is associated with



appearance. Wickens states that the two modes can operate
in parallel and either compete or cooperate for attention.

The decay of visual information is faster than for verbal.
Thus visual cues are forgotten more easily than verbal cues.
This can be reduced by a longer-lasting visual cue, but at
the expense of visual clutter. Wickens lists six factors that
influence the probability of forgetting in working memory:
time, attention, capacity demands, chunking, interference,
and similarity confusion.

Working memory is limited in capacity, and this limit
interacts with time. Faster decay is observed when more
items are held in working memory. Miller [8] identified the
limit of memory span as “the magical number seven plus or
minus two.”

An item in working memory can be an image, a num-
ber or a word made up of a number of letters. The word
is achunkof information, defined by Miller [8] as a set of
adjacent stimulus units that are closely tied together by as-
sociations in the subject’s long-term memory. Thus words
such as cat, dog etc. are tied together in long-term memory
as chunks of information rather than individual letters.

Card, Moran and Newell [2] showed that memory decay
depended on the number of chunks. As an example three
chunks might be stored for only seven seconds, while one
chunk could be stored for 70 seconds.

The organisation of information by chunking can be ex-
ploited to aid recall. An association in the stimuli must be
learnt. The new set of higher-order information is stored
as one chunk. On recall, only the sequence of new chunks
must be remembered. When each chunk is activated in turn,
its contents areunpackedand recalled in correct order.

In addition to forgetting due to the passage of time, ma-
terial is also lost due to interference and confusion. Other
information may be encoded thatuses-upstorage capacity.
Similar stored stimuli may cause confusion. Thus if colour
is used to code, two shades of a colour may cause confusion,
compared to using two distinct colour codes.

1.4 Structure of the paper

This paper starts with a description of our original visual
cues for indirect manipulation, and we proceed to present
the three new visual cues investigated in this paper. We
then define the experimental design used in the investiga-
tion. The results and discussion of this investigation are
then described. Finally, a set of concluding remarks and
future directions are presented.

2 Our Original Visual Cues

Our previous investigation [12] into the effectiveness
of applying animation to direct manipulation interfaces

showed that computer-literate users like the idea of cartoon-
style animation in direct manipulation drawing editor inter-
faces. In particular, they felt that animation improved the
visual feedback for constrained operations such as move-
ment under the influence of “gravity”, and they rated the
animation enjoyable and intuitive to use for a range of edit-
ing tasks. Moreover, when given a choice, such users chose
to set the magnitude of the animation effects to be clearly
evident.

For indirectly initiated changes, we demonstrated firstly,
that animation provides visual continuity and hence reduces
confusion and ambiguity, secondly, that cartooning tech-
niques can help avoid surprises for complex operations by
suggesting the final outcome of the change before the op-
eration is committed [15]. To demonstrate these effect, we
added animations to indirect manipulation in a prototype
drawing editor.

2.1 Animating changes

Animation can help smooth abrupt changes in appear-
ance by more gradually changing the screen’s appearance
from the old state to the new. These forms of smoothing an-
imations have been investigated by a number of researchers.
Whizz [5, 6] provides tools for building animated interac-
tive applications. The Self animated widgets [4] provide
menus that grow, dialog boxes that dissolve, arrows that
grow and shrink smoothly, and objects that can be “hit”
and bounce about from moving arrows. In the “buttonfly”
3D graphical menu system for Silicon Graphics worksta-
tions [11], activating a submenu button brings up a new
menu by smoothly flipping the button over, exposing a new
set of buttons.

Other workers have shown [1] that avoiding abrupt
changes by smoothly changing the visual appearance of the
screen over a short time interval improves understanding of
the operation and can even reduce the total time needed to
carry out a given task. For example, the Cone Tree and Per-
spective Wall visualisations (part of the Information Visu-
aliser project [3]) use smooth transitions to display chang-
ing views of complex data; objects slide or rotate into new
configurations and views. The improvement occurs largely
because a smooth change can be tracked by the user’s per-
ceptual system, whereas an abrupt change must be pro-
cessed as a cognitive task.

2.1.1 “Direct” indirect manipulation

Our approach to smoothing a change caused by indirect ma-
nipulation is to consider what the operation would look like
if it was carried out (albeit less quickly and precisely) by
direct manipulation. For example, if an indirect manipula-
tion causes an object to move (perhaps to align it to another



object), then our editor portrays the change as if the object
is dragged by one of its corners. As with direct manipula-
tion, we use cartoon-style animation techniques to suggest
the effect of the interaction on the changing object; the ob-
ject is distorted to suggest that it is slightly rubbery and that
it is somewhat reluctant to change.

Figure 2 shows a situation where the square is moving
to the left so that it is aligned with the circle. Of course,
the static figure cannot fully convey the dynamic feel of
the interaction. We have superimposed several successive
frames from the sequence to suggest the effect (the shad-
ing of frames is intended to imply the passage of time). In
use, the distortion of the manipulated object gives the im-
pression that the object is being towed along by its corner;
without the distortion the impression is more like the object
is moving spontaneously. The net result is that the cartoon-
ing animation helps convey the impression that the action,
although indirect, is still under the control of the user (or
perhaps a willing agent who will do the user’s bidding).

2.2 Previewing consequences

Some indirect manipulation operations cause complex
changes whose effects are difficult to predict. For example,
aligning a group of objects to a common edge can cause
many objects to move, all by differing amounts. Further-
more, many editors offer a wide range of alignment options
(by centres, by sides, equally spaced between endpoints, or
abutted) in either or both the horizontal or vertical dimen-
sion. Often when the user performs the operation, the final
configuration of the objects is not quite what was intended;
the user might make several attempts before achieving the
desired effect.

One way to deal with such operations is to adopt a trial-
and-error approach, with a heavy reliance on an ‘undo’ fa-
cility; if the final result is incorrect, it can be undone and a
new attempt made. At best, such a working style is cumber-
some.

2.2.1 Trying out operations

We use cartooning techniques to illustrate the consequences
of an operation before it is committed. In our prototype edi-
tor, indirect manipulation operations are initiated by buttons
that use a two-stage action. Pressing and holding a button
(‘arming’ the button) carries out the operation (using anima-
tion, of course) but does not commit the change. Moving
the mouse pointer off the button (‘disarming’) cancels the
change and restores the objects to their original positions.
The operation is only committed if the mouse pointer is still
on the button when it is released (‘activating’).

The technique is a natural extension to the usual work-
ings of a button. A user who is confident of the effects of

an operation can simply click the button in the usual way.
However, where the consequences are less certain, the user
can press and hold the button, observe the result, then either
commit or cancel the operation as appropriate.

2.2.2 Suggesting the options

Our editor exploits one further technique to animate indi-
rect manipulations involving changes to an object’s geom-
etry. While an operation is being considered (but before it
is committed) we wanted to show both what would happen
if the operation was committed and what would happen if it
were cancelled.

Our solution uses an extension of the cartoon technique
we have previously used to show the effect of constraints
on objects. For example, where an attempt is made to move
an object that is pinned in place, a cartooner might show it
distorted in the direction of pull, as if it is made of a rub-
bery material. We use a similar technique to suggest that an
operation has not yet been committed—we show the object
in the position it will adopt if the change is committed, but
with a corner stretched back to its original position, as if it
is attached by an elastictelltale. The effect suggests both
possible outcomes to the trial operation: If the change is
committed, the telltale will retract into the object, showing
that the new position has been accepted. But if the change
is cancelled, the object will be released and the telltale will
drag it back to its original position.

Figure 3 illustrates the idea in the context of an align-
ment operation; again, the square is moving to the left to
align with the circle. The figure shows the situation at the
point where the animation for the trial operation has been
completed, but before it has been committed. The position
of the square clearly shows what the final alignment would
look like, but its top right corner is stretched back to its
original position to show that the object has not yet released
its hold on that place. If the operation is committed, the
stretched telltale will retract, leaving the square correctly
aligned. But if the operation is cancelled, the square will
spring back to its original position.

3 Our New Visual Cues

When performing an alignment task, the original visual
cue of using a telltale and smooth animation provides the
user with a clear indication of the current and previous posi-
tions of the graphical objects. In pilot testing, subjects were
able to discern the previous position of aligned objects with
close to an 100% accuracy. This is not a surprising fact,
given the telltale points directly back to the previous posi-
tion. As an example of a typical alignment task, Figure 4(a)
shows a set of graphical objects before an alignment oper-
ation, and Figure 4(b) shows the completion of the align-



(a) Start (b) Finish (c) Original telltale (d) New telltale

Figure 4. Example of the starting and finishing configurations for an alignment operation

ment. The original telltale cues for the same alignment op-
eration are shown in Figure 4(c). These telltales dominate
the visual features of the drawing.

In this paper, we investigated a set of three more subtle
visual cues to highlight the previous positions of aligned
graphical objects. These new and novel visual effects for
the user are as follows:

� new telltale: Objects are animated as if one of the cor-
ners is being dragged by a mouse while the remain-
der of the object lags behind, and a telltale is stretched
back 10% towards its original position.

� colour: Colour is used to cue the original position of
the graphical object, and the object is snapped to its
new location. There is a unique colour for each of the
original positions.

� wiggle: A unique small cycling animation, orwiggle,
is used to cue the original position of the graphical ob-
ject. There is a different wiggle effect for each of the
original positions.

The first new visual cue is a more subtle telltale effect,
as shown in Figure 4(d). The telltale only stretches back
10% towards its original position. When compared to the
original telltale visual cue depicted in Figure 4(c), the new
telltale effect does not obscure other graphical objects and
the final positions are still clear to the user. The telltale
methods cue the user by explicitly referring to its previous
position.

A second method is to uniquely code the original posi-
tion of each graphical object. We investigated two coding
strategies, colour and canned animations.

For the colour effect, the graphical objects are drawn on
a white background. We coded the eight positions depicted
in Figure 4(a) with the eight colours shown in Figure 5, all
of which had a large separation in the RGB colour space.
The choice of colour is an area still to be investigated.

Canned animations orwigglesare applied as a second
coding strategy. Figure 6 shows the eight animations used
to uniquely code the original positions. The rotate wiggle
changes the orientation of the object by5�. The move wig-
gle translates the object by one of the following: 5 points
left to right, 5 points top to bottom, or a 5 point diameter cir-
cle motion. (One printer’s point orpoint is a 1

72
of an inch.)

The scale wiggle changes the size of the object by one of
the following: making the width larger and smaller by 40%,
making the height larger and smaller by 40%, or making the
width and height larger and smaller by 40%. The bottom
right graphical object was kept still as a contrast animation
effect. Once again the choice of canned animation is an area
still to be investigated.

4 Experiment

To test the effectiveness of the different visual cues, we
modified our editor to use one of the four feedback tech-
niques for alignment operations, new telltale, colour, or
wiggle feedback, or no feedback. During the no feedback
effect, objects align with no visible feedback at all; they
snap suddenly to their aligned positions.

The experiment measures the subject’s ability to re-
member the placement of graphical objects on a computer
screen, in a simulated alignment operation. The subject is
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Figure 5. Colour effect
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Figure 6. Wiggle animation effect

shown a screen of four to eight graphical objects. After a
predefined time period (five seconds), the objects are auto-
matically moved to a new location. The objects are moved
with one of the four different animation effects. The subject
then draws the graphical objects on the top sheet in front
of them. The subject then repeats these procedures. We
measured the users’ performances by comparing the drawn
graphical objects with their original positions, and we mea-
sured the drawing time for each task. We also asked users
to complete an exit survey on their attitude to the various
forms of feedback.

The experiment tested the following hypotheses:

1. Animation and colour cues will help subjects remem-
ber the original position of objects before an alignment
operation compared with feedback that does not use
such cues.

2. Users will prefer performing the task with visual cues

over performing the task without visual cues.

4.1 Experimental design

The experimental task was to remember the positions of
the objects from the configuration show in Figure 4(a) and
draw them after they had aligned to the positions shown in
Figure 4(b).

Subjects were tested individually, working on a Silicon
Graphics Indy workstation in a quiet isolated office. The
experiment supervisor read from a script to explain the re-
quirements of the experiment and gave the following in-
structions:

1. The subjects are shown a screen of graphical objects.
2. They look at the objects, and try to remember where

they are placed.
3. After a five second time period, the objects are moved

to a new location.
4. The objects’ movement is performed with one of four

different animation effects, no effect, new telltale, wig-
gle, or colour.

5. The subjects then draw the graphical objects on paper
in their original position.

6. The task is completed by pressing the “Quit” button.

The subjects were asked to read an information sheet and
a set of instructions, then asked if they had any questions.
Then they were asked to sign a consent form.

To familiarise themselves with the editor and the feed-
back effects, each subject performed eight trials of the task,
a four object and an eight object task with each feedback
effect. Then each subject performed four sets of trials, each
consisting of ten repetitions of the task for one of the four
feedback effects. To minimise ordering artifacts, the feed-
back effects were presented in a random order for each sub-
ject. The graphical objects were also presented randomly in
one of eight regions of the application’s window. They were
placed starting from the upper left corner, and the order of
filling was left to right and top to bottom. The experiment
took about 40 minutes for each subject to complete.

The exit survey asked the subjects about their impres-
sions of the animation effects and the task. They recorded
their responses on a 7 point scale, with 1 corresponding to
negative reactions (“terrible”, “frustrating”, “dull”, “diffi-
cult”) and 7 corresponding to positive reactions (“wonder-
ful”, “satisfying”, “stimulating”, “easy”).

The experiment was completed by nine subjects (mean
age 28, age range 20 - 40 years). On average, subjects had
eight years computing experience with mouse-based inter-
faces. Subjects were self-selected (on a first-come basis)
from a pool of computer-literate staff and students drawn
from the School of Computer and Information Science at
the University of South Australia.



Number of items Percent correct
4 97
5 88
6 85
7 76
8 73

Table 1. Number of memory items vs. percent
correct

Effect Type Percent correct
no effect 62
wiggle 82
new telltale 96
colour 96

Table 2. Effect types versus percent correct

5 Results and Discussion

The experiment was broken down into two major com-
ponents, objective and subjective. The objective component
measured the subjects ability to remember the correct origi-
nal position of a set of graphical objects after they had been
moved in an alignment style indirect manipulation opera-
tion. These results are presented first. The subjective com-
ponent measured the subjects likes and dislikes of the dif-
ferent visual effects, and those results are presented second.

5.1 Empirical results

The analysis of the experimental data has focussed on the
percent of correct positions per total possible correct posi-
tions for each of the 40 tasks. Results were analysed using
one-way ANOVA’s using the SYSTAT software package.
The analysis showed there was no significant difference
between subjects across all tasks (F (8; 351) = 0:5; p =
0:84)), and there was no significant learning effect across
the tasks (F (39; 320) = 1:3; p = 0:125)). As was expected,
there was a significant effect for the number of memory
items (F (4; 355) = 10:4; p < 0:001)) [2, 8]. As previously
mentioned, the tasks ranged from remembering the position
of four to eight graphical objects. Table 1 shows the number
of memory items versus percent of correct answers across
the four visual effects.

Table 2 shows the visual effect versus percent of correct
answers as measured as a mean across the different number
of memory items. There was a significant effect for the ef-
fect type (F (3; 356) = 51; p < 0:001)), except between the
colour and new telltale cues. Table 3 shows the significance
values when the percent of correct answers is compared be-
tween each of the effect types. This shows the new telltale

Between effect type F value p value
no effect – new telltale 111:7 < 0:001
no effect – wiggle 39:0 < 0:001
no effect – colour 115:7 < 0:001
new telltale – wiggle 18:7 < 0:001
new telltale – colour 0:024 = 0:887
wiggle – colour 20:2 < 0:001

Table 3. Significance values between two ef-
fect types

Effect type Mean score SD
colour 5.8 0.8
new telltale 4.8 0.5
wiggle 3.8 1.4
no effect 2.6 0.5

Table 4. Effect types versus mean attitude
score

and colour visual effects are superior to the wiggle visual
effect and no visual effect, and that when one of the three
visual effects was present, the subject’s ability to remember
the previous position increased.

5.2 Survey results

Table 4 shows the effect type versus the mean of the
attitude score for each of the visual effects. When asked
“Overall reaction to the task of remembering the objects’
positions”, subjects rated the task with a neutral response
(mean = 4:1; SD = 0:5). Subjects significantly rated
(F (1; 38) = 14:4; p < 0:001)) the task while using the
colour visual effect more positively(mean = 5:8; SD =
0:8) than the overall experiment task of remembering po-
sitions. This indicates the subject’s preferred visual effect
was the colour coding.

The survey showed that subjects significantly rated the
colour (F (1; 38) = 54:5; p < 0:001)), new telltale
(F (1; 38) = 27:8; p < 0:001)), and wiggle (F (1; 38) =
8:3; p < 0:001)) visual effects more positively than the no
feedback task. This indicates users would prefer to perform
these tasks with some form of visual feedback.

Subjects had a negative response(mean = 2:6; SD =
0:5) to the task with no visual cues and significantly rated
(F (1; 38) = 12:1; p < 0:001)) it more negatively than the
overall experiment task of remembering positions. We be-
lieve this shows that users, once shown visual feedback for
this form of task, find having no visual feedback impedes
their effectiveness.



6 Conclusions

The major conclusion drawn from this experiment is the
use of visual feedback allows users to remember the pre-
vious position of graphical objects after an alignment op-
eration. The results may be applied to solve the problem
of: “While an operation is being considered (but before it
is committed) we wanted to show both what would happen
if the operation is committed and what would happen if it
were cancelled.”

Two strategies were investigated in this paper. One strat-
egy was to visually show the previous position of the graph-
ical through the use of telltales. The second strategy was to
encode the initial position of the graphical objects with a
unique visual effect, colour or canned animation. As pre-
viously mentioned, we wished to improved on the previous
telltale method by making the visual cues smaller and less
obtrusive. Both the colour coding and new telltale visual
cues proved to be equally effective. The canned animations,
or wiggles, proved to be more effective than no visual feed-
back, but it was shown to be less effective than the colour
and telltale effects.

A number of significant results were observed. These are
as follows

1. The subject’s ability to remember the previous position
was increased with the use of one of the three visual
effects.

2. The new telltale and colour visual effects are superior
to the wiggle and no visual effects.

3. There was a significant effect for the number of mem-
ory items the subject was required to remember.

4. The subject’s preferred visual feedback was the colour
coding.

5. Users would prefer to perform these memory tasks
with some form of visual feedback.

6. Once shown visual feedback for this form of task,
users find having no visual feedback impedes their ef-
fectiveness.

In the future, we wish to look further into incorporat-
ing coding strategies (as in the colour visual effect) with the
positional strategies (as in the telltale visual effects) into a
more powerful cueing mechanism. We will investigate dif-
ferent wiggle effects; one idea is to try and use the canned
animations as a positional strategy. We wish to further in-
vestigate the effect of using animation to smooth the state
changing. We believe this helps reduce the cognitive load
for the users.
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