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use” applications of video.  These are applications in which 
video may be dynamically resegmented, retrieved, and 
resequenced on the fly by a wide range of users other than 
those who originally created the data.  In order to create 
representations for reusable video, we need to understand 
the structure and function of what is being represented. 

2.1 Streams vs. Clips 

Video is a temporal medium that represents continuities 
and discontinuities of space, time, and action.  The first 
task of a representation of video content is to provide a set 
of units into which the temporal streams of audio and video 
data can be parsed.  In film theory, this task of parsing the 
streams of video and audio data into units is called 
segmentation (Bordwell and Thompson 1990).  The task of 
representing the basic structures of video data is the task of 
creating useful segmentations of that data.   

One might think that for the purposes of retrieval and re-
purposing a segmentation of video into frames, shots, se-
quences, and scenes would be sufficient.  However neces-
sary these traditional segmentations are for video represen-
tation they are insufficient for representing video content.  
First of all, each of these segmentations has certain inherent 
limitations as a content representation.  Frames by them-
selves are too fine a segmentation and remove the temporal 
aspects of video content from a representation.  Scenes are 
often too large of a segmentation to be useful for repurpos-
ing; by virtue of their completeness they render their parts 
less easily repurposable.  Shots and sequences are a useful 
level of granularity, but in and of themselves these segmen-
tations do not represent their contents.  Finally, and most 
importantly, there are many aspects of video content which 
continue across shot and scene boundaries (e.g., music, 
dialogue, character, etc.) or exist within shot boundaries 
(e.g., action, camera motion, etc.).  

Today, most systems for representing and manipulating 
video create a segmentation of video into clips. As will be 
explained below, representing video by segmenting it into 
clips is a representational strategy that does not support 
multiple reuse of the representations or of the data repre-
sented.  The core task of representing video for repurposing 
is to create a segmentation of the data out of which multiple 
segmentations can be generated.  As will be explained be-
low, a stream-based representation of video content 
enables multiple segmentations of video to be generated 
(Davenport and others 1991). 

In most representations of video content, a stream of video 
frames is segmented into units called clips whose bound-
aries often, but do not necessarily, coincide with shot, se-
quence, or scene boundaries.  Current tools for annotating 
video content used in film production, television produc-
tion, and multimedia, add descriptors (often keywords) to 
clips.  There is a significant problem with this approach.  
By taking an incoming video stream, segmenting it into 
various clips, and then representing the content of those 
clips, a clip-based representation imposes a fixed 
segmentation on the content of the video stream.    

To illustrate this point, imagine a camera recording a se-
quence of 100 frames.  Traditionally, one or more parts of 

the stream of frames would be segmented into clips which 
would then be annotated by attaching descriptors.  The clip 
is a fixed segmentation of the video stream that separates 
the video from its context of origin and encodes a 
particular chunking of the original data. 

 
Figure 1.  Two “clips” with Three Descriptors Each 

In a stream-based representation, the stream of frames is 
left intact and is annotated by multi-layered annotations 
with precise time indexes (beginning and ending points in 
the video stream).  Annotations could be made within any 
of the various categories for video representation discussed 
below (e.g., characters, character actions, objects, spatial 
location, camera motions, dialogue, etc.) or contain any 
data the user may wish.  

 
Figure 2.  Stream of 100 Frames of Video with 6 Annotations 

Resulting in 66 Possible Segmentations of the Stream  

Stream-based representation makes annotation pay off—
the richer the annotation, the more numerous the possible 
segmentations of the video stream.  Stream-based 
annotations generate new segmentations by virtue of their 
unions, intersections, overlaps, etc.  Clips change from 
being fixed segmentations of the video stream, to being the 
results of retrieval queries into the network of stream-based 
annotations of the video stream.  In short, in addressing the 
challenges of representing video for large archives what we 
need are representations which make clips, not 
representations of clips. 

2.2 Video Syntax and Semantics 

In attempting to create a representation of video content, an 
understanding of the semantics and syntax of video infor-
mation is a primary concern.  Video has a radically differ-
ent semantic and syntactic structure than text, and attempts 
to represent video and index it in ways similar to text will 
suffer serious problems.   For video, it is essential to clearly 
distinguish between its sequence-dependent and sequence-
independent semantics.  Syntax, the sequencing of individ-
ual video shots, creates new semantics which may not be 
present in any of the individual shots and which may 
supersede or contravene their existing semantics.  This is 
evidenced by a basic property of the medium that enables 
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