Information visualization - Assignment 4

Barbara Rosario, Michal Feldman
{rosario, mfeldman}@sims.berkeley.edu
For this assignment we analyzed three datasets using XmdvTool.

1) Biomedical Data

The first dataset we analyzed was found in http://lib.stat.cmu.edu/datasets/biomed.data; see also http://lib.stat.cmu.edu/datasets/biomed.desc.

This data arose in a study to develop screening method to identify carriers of a rare genetic disorder. Four measurements were made on blood samples. Because the disease is rare, there are only a few carriers of the disease from whom data are available

The dataset contains 209 observations (134 for ‘normals’ and 75 for ‘carriers’), and has 9 fields

The columns of the dataset:

1. hospital identification number.

2. age of patient.

3. month that blood sample was taken.

4. year that blood sample was taken.

5. measurement 1.

6. measurement 2.

7. measurement 3.

8. measurement 4.

9. category: 0 for ‘normal’, 1 for ‘carrier’.

Our hypotheses:

1. Experts in the field have noted that young people tend to have higher measurements (http://lib.stat.cmu.edu/datasets/biomed.desc). We want to test this hypothesis. We will try to find correlation between the age variable and each one of the measurements, and see if we can find interesting correlations. 

2. We also want to look for correlation between the age of the patient and the  category (normal, carrier)

3. We want to check if there is a correlation between the different measurements. In addition, we will try to find out if there is a correlation between the measurements and the category (normal / carrier), and what kind of correlation. We want to find out if there are some measurements that are better than others in distinguishing carriers from normals. This was indeed the goal of the study, to develop a screening procedure to detect carriers and to describe its effectiveness.

4. The laboratory, which prepared the measurements, is worried that there may be a systematic drift over time in its measurement process. We want to look for such drifts in the dataset.

In order to analyze the data we mainly used the scatter plots view, and the parallel coordinates. 

1. Test hypothesis that young people tend to have higher measurements and find correlation between the age variable and each one of the measurements.
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It is hard to tell whether there is a correlation between the measurements and the age. It seems that there is some kind of correlation. (see measurement m4 vs. age for example).  However, it is exactly the opposite from what the experts in the field have noted. They’ve noted that younger people tend to have higher measurements but we cannot observe any inverse correlation in the scatter plots.

It would have been nice here if XmdvTool had included statistics tools. In some cases it is hard to tell just according to the plots whether there is a correlation or not, and the calculated measures could have helped us. 

2. Test hypothesis that there is correlation between age and category
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Fom a certain value in the age dimension, all of the points are categorized as ‘carriers’. Up to this point some of the patients are categorized as ‘carriers’ and some as ‘normals’. 

It is interesting to note that all the cases from a certain age up are categorized as carriers but the carriers come from all the ages. 

This can be due to the fact that this is a very small dataset. We would need statistic methods to test if this fact is statistically significant.

It’s also easy to see this correlation using the scatter plots: 
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3. Check if there is a correlation between the different measurements and find out if there is a correlation between the measurements and the category (normal / carrier).
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We can see that, by and large, the higher portions of the measurements are categorized as ‘carriers’, and the lower portions are categorized as ‘normals’. (The lowest points in measurements m2 and m4 should not be considered since their value in the table were “NA” and we converted it into this number). M1 is an interesting measurement, since on one hand it is the only measurement that even some of the lowest valued are mapped to ‘carriers’ (for the other three measurements the lower values are always mapped to ‘normals’). But on the other hand, from a quite low value of m1 all of the points are mapped to ‘carriers’, whereas in the other measurements, the range in which points are mapped to different categories is much larger. So it is hard to tell which one of the four measurements is the best distinguisher (except from m2 that doesn’t seems to be a good discriminator at all)
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We can clearly see here above that it seems that there is a correlation between m1 and the class. From a certain point in m1 all of the points are mapped to ‘carriers’. The same is true also for the other measurements, but the threshold is much higher relative to the whole range. However the number of data points for which this is true is quite low and again, we need statistical methods to test weather these observations are statistically significant. 

We can also see there there is (maybe..) a correlation between m4 and m3, m4 and m1 and m1 and m3.

We tried to check whether there are cases in which all four measurements are very close, but nevertheless they are categorized differently.
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In this case we have two cases in which the values for all four measurements are very close, but one of them is categorized as ‘normal’, while the other categorized as ‘carrier’. 

5. The laboratory, which prepared the measurements, is worried that there may be a systematic drift over time in its measurement process. (http://lib.stat.cmu.edu/datasets/biomed.desc). We want to look for such drifts in the dataset.
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Here we see that these two cases are a year apart. This may be the reason for the difference in the results.

In the following case all of the measurements are almost identical, but they are categorized differently. As mentioned above, the lowest point in m2 is not a real value, but rather was NA. So it might be the case that this measurement has caused the difference in categorizing the case, in which case we can conclude that m2 is important in distinguishing ‘carriers’ from ‘normals’. Another possible reason might be the ‘drift’, since the two cases are a year apart.
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We also noticed that in last year of the experiment all the cases are carriers:
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and in the first one, they are all normal:
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but the number of data points for  these two cases  are much fewer that for the other years for which we get both normal and carriers. We don’t think that the visualization confirmed the hypothesis of a shift over the years. Here again, we would need a statistical measure to test this hypothesys.

2) Housing Data

We wanted to analyze a bigger data file; the dataset we chose was http://lib.stat.cmu.edu/datasets/houses.zip.

These spatial data contain 20,640 observations on housing prices with 9 variables. It appeared in Pace and Barry (1997), "Sparse Spatial Autoregressions", Statistics and Probability Letters.

It has information on block groups in California from the 1990 Census. In this sample a block group on average includes 1425.5 individuals living in a geographically compact area. 

The variables are:

1 median house value

2 median income

3 housing median age

4 total rooms

5 total bedrooms

6 population

7 households

8 latitude

      9 longitude 

XmdvTool was quite slow with this dataset (on some computer really slow, on others, less so).

In the data description it was written that the dependent variable is the median house value, which apparently means that they were interested in finding good predictors for this variables; we therefore analyzed all the other variables vs. the median value. We tested then the following hypotheses:

1. Correlation between the median income and the median value.

This is an obvious correlation, which is clear in the scatter plots view:
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1. Correlation between the median value and the median age

The data points seem to spread all over without any correlation: the age of the house doesn’t seem to have an impact on its value.
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2. Correlation between the median value and number of rooms

We were really surprised here to find not apparent correlation; we would have thought that houses with more rooms are more expensive. We don’t know why this is happening here.
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3. Correlation between the median value and population and households

We expected to find inverse correlation between number of households and population and median value. It is reasonable to expect that people with lower income would live in more dense areas, and vice versa. Surprisingly we couldn’t find this trend in the data.
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Similarly we expected to find a correlation between of households and median income. We found inverse correlation to some degree and only for few data points. It seems that in areas with many households the median income is relative low, but areas with small number of households are mapped to all range of income.
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4. Correlation between the median value and longitude and latitude
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Analyzing the relations between the median value and the longitude and latitude, we realize that there are some locations (specifies with specific latitude and longitude), which are more valuable than the others. 

We notice the same trend with the median income vs. position:

We also realize an inverse correlation between the longitude and latitude. The meaning of this is that the blocks of this sample were taken from the diagonal of the city. 

We looked at the relationships between longitude and latitude and other variables:
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We notice that for the same values of the latitude/longitude for which we have higher values of the house median value we also have higher values of rooms, population and households. Again, we don’t find the “right” correlation between the house median value and the population/households.

We have also looked at a few other relationships:

5. Correlation between the housing median age and number of rooms

It seems like newer houses have more rooms
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6. Correlation between the population and households and number of rooms

We expect to find correlation between number of households / population and (total) number of rooms / bedrooms. 
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In summary, for this dataset we found some expected patterns and also some unexpected, such as the missing correlation between median house value and population and between median house value and number of room.

It must be added that the description of the data was really short and not at all clear. Probably a better description of the data would have helped understanding these anomalies.

3) Noun compound classification

Some experiments were done to cluster noun compounds (labeled with MeSH and Semantic Network identifiers) into clusters with (hopefully) the same semantic interpretation. The noun compounds (nc) were clustered with a K-means algorithm. We’d like to see whether there is a correlation (and which one) between the identifiers describing the nouns and the assigned clusters. 

(Please note that we are not describing in detail here the data and the variables. Marti knows well all this.. If someone else is reading this document and is interested in more details, please email the authors)

The dataset we analyzed here has 268 observations and 13 variables. The variables are:

1. MeSH Tree of first concept

2. first level of  MeSH Tree of first concept

3. second level of  MeSH Tree of first concept

4. MeSH Tree of second concept

5. first level of  MeSH Tree of second concept

6. second level of  MeSH Tree of second concept

7. Semantic Tree of first concept

8. first level of  Sem Tree of first concept

9. second level of  Sem Tree of first concept

10. Semantic Tree of second concept

11. first level of  Sem Tree of second concept

12. second level of  Sem Tree of second concept

13. cluster assigned by K-means (1-6)

Hypotheses:

1. The Sem Tree are important for the classification

We can see from the parallel coordinate view that if the first Sem Tree is 2 (B) the nc is classified 1 or 3
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and if it is  1 (A) the clusters are clusters are 2 4,6
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Lets now look at the second Sem Tree: when the second tree is 1 (A) we have clusters 1 2 3 4
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When the second tree is 2 (B) we have clusters 1 3 4 6. 
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The problem here is that we have only 2 values for the Sem Tree (A and B) and therefore all the data points get collapsed into one line. Look for example at the single line in the last picture that goes to cluster 3. We cannot know, just looking at the picture, whether there is only one nc for which the second semantic tree is a B and gets classified as class 3 or if there are several ones they all share the same attributes and get collapsed to a single line. This is an important difference but we cannot see what’s happening from the plot.

Also looking at the scatter view doesn’t help.
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It would be nice to have an idea of how many data points correspond to each point in the grid. For example, if we look at the first column, last row, we can see which cluster correspond to the Sem Trees; it would be very useful if, for example,  we had bigger points for more data points and smaller ones proportionally for fewer ones.

2. Are the semantic tree levels discriminative?

	Sem Tree1, Level 1 = 1, => cluster 1 5 6 
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	Sem Tree1, Level 1 = 2, => cluster 2 3 4 

[image: image28.png]XmdvT ool Vers

n 4.28

Eile

Preferences  Windows

IMeT levl  lev2  2MeT levl lev2  1ST  levl lev2 25T  levl
15.70 |25.15 |983.85 16.75 27.25 | 964.95 2.05 ‘z.ns 940 | 2.05 |2.05
030 -0.15 -46.85 0.25 -0.25 -45.95 0.95 0.95 0.60 095 095

levz
9.40

0.60

0.75







Sem Tree1, Level 2 and Sem Tree2, Level 1 and 2 doesn’t appear to be very discriminative

3. Are the MeSH descriptors more discriminative?

Mesh tree1 = 4 (D, Chemicals and Drugs) gets classified as clusters 5 and 6 as does Mesh tree1 = 2 (B, Organisms)
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But other Mesh trees are not as discriminative (probably because they have fewer data points)
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For the second Mesh Tree we find again that level 4, D, Chemicals and Drugs is highly discriminative (picture on the left, next table) while al the other are not (one example for Biological Sciences [G] on the picture on the right). 
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We’ve also looked at the level within the Mesh tree and they don’t seem to be discriminative.

This is a very preliminary study of the noun compounds. This visualization analysis was useful to get an idea of how the clustering was done (seems like the Sem Tree and some of the MeSH trees are the most important features in the classification). The same results were found for 3-concept noun compounds and for noun compounds for which we had more tree levels. 

4) A few comment on XmdvTool

We mainly used the parallel coordinates and the scatter plots. We found the glyphs and the stack very difficult to understand, at least for the kind the data we analyzed.

We already mentioned some of the functionalities we wished the tool had.

It would be very useful if XmdvTool included also statistics tools. In some cases it is hard to tell just according to the plots whether there is a correlation or not. It would be very useful to be able to switch naturally from the plots to the statistics and test the hypothesis immediately within the same program and environment and also be able to select the data accordingly to some statistical measure. Data visualization is very tightly related with statistical data analysis and an effective tool should have both components.  We believe this would make the visualization tool very powerful. 

We think it would be useful to be able to select the data to analyze from Xmdv directly. For example, we may want to focus on a particular subset of the data. Currently, we can highlight subsets of data but all the coordinates are scaled to include all the data and this makes it more difficult to focus on a particular subset. In other words, we’ d like to be able to zoom in (and out), with the coordinates scaling accordingly. This would be particularly useful when the data has outliers that “distort” the scales on the coordinates (making it more difficult to analyze the other data).

Also, for points that share the same values and get collapsed into the same line/point it would be really useful to get an idea of the number of points that correspond to the single line/point in the graph. This is very important to understand the data in the case of nominal and ordinal attributes.

