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Abstract

This paper summarizes three lines of research that are motivated by the practical problem of helping
users find information from external data sources, most notably computers. The application areas include
information retrieval, text categorization, and question answering. A common theme in these applications
is that practical information access problems can be solved by analyzing the statistical properties of words
in large volumes of real world texts. The same statistical properties constrain human performance, thus
we believe that solutions to practical information access problems can shed light on human knowledge
representation and reasoning.
© 2003 Cognitive Science Society, Inc. All rights reserved.
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1. Introduction

Information access tools help people find information in external data sources, such as
computers. This paper summarizes research in three practical information access problems—
information retrieval, text categorization, and question answering. A common theme in all
three applications is that practical information access problems can be solved by analyzing
the statistical properties of words in large volumes of real world texts. The same statistical
properties constrain human performance, thus we believe that solutions to practical information
access problems can shed light on human knowledge representation and reasoning. For each
application area, we begin by describing the solution to the information access problem and
then examining relationships to results in human knowledge representation.
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Anderson and colleagues (e.g.,Anderson, 1989; Anderson & Schooler, 1991) have also
called attention to the analogy between information retrieval and semantic memory processes,
and more generally to the environment as an important source of input for rational analyses of
cognitive processes.Jones (1986)also drew parallels between human memory and information
retrieval systems, although his focus was primarily to motivate the design of information
retrieval systems by examining models of human memory.

The problems of information retrieval, text categorization, and question answering are all
concerned with how people access information from external sources such as computers.
A number of practical solutions to these problems have been developed. The problem of
information retrieval has been the most thoroughly studied in practical settings and is the best
developed in its link to human cognition. Latent semantic analysis (LSA) was developed to
improve information retrieval. More recently, LSA has been suggested as a model of language
understanding and this work has generated significant interest and controversy. In the area of
text classification, several machine learning techniques have been developed to automatically
classify documents. There has been some exploration of how these models can be used to
describe human classification performance. Finally, recent work has developed practical and
scalable question answering systems. There has been little work on how this related to human
cognition, but we hope that practical solutions to text categorization and question answering
will be useful in informing cognitive models.

Several themes emerge from this analysis. The solutions to all three practical problems
are based on simple mechanisms applied to large amounts data. The solutions use statisti-
cal as opposed to semantic representations and operate primarily by induction from data. To
the extent that the data is representative of what humans encounter, the constraints and reg-
ularities of the environment can be used to understand human cognition. Finally, we believe
that solutions to practical problems can shed light on human knowledge representation and
meaning; some of these links have already been made and others require further empirical
work.

2. Information retrieval

Most approaches to retrieving information from external sources depend on a lexical match
between words in a users query and words in the documents (Salton & McGill, 1983). Indeed,
this is the way that all of the popular web search engines work. Some search engines, like
Google, augment the text of a web page with the anchor text from in-links, but a lexical match
is still performed on this enriched content. Such systems are, however, far from ideal. We are
all aware of the tremendous amount of irrelevant information that is retrieved in web searching.
We also fail to find large amounts of relevant content as well.

Fundamental characteristics of human verbal behavior underlie these retrieval failures.
Furnas, Landauer, Gomez, and Dumais (1987)showed that people generate the same key-
word to describe well-known objects only 20% of the time. Poor agreement has also been
observed in studies of inter-indexer consistency (e.g.,Tarr & Borko, 1974), and in the gen-
eration of search terms (e.g.,Fidel, 1985; Bates, 1986). Because of the tremendous diversity
in the words that people use to describe the same object or concept (synonymy), searchers
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will often use different words than authors and relevant materials will be missed. Someone
looking for information on “tumors” will not find articles that use only the term “neoplasm”
and not tumor. Conversely, because the same word often has more than one meaning (pol-
ysemy), irrelevant materials will be returned. Words like “saturn,” “chip,” and “bug” have
several very different meanings. A short query like “saturn” will return many irrelevant
documents.

A number of approaches have been developed in information retrieval to address the prob-
lems caused by the variability in word usage.Stemmingis a popular technique used to nor-
malize surface-level variability by converting words to their morphological root. For example,
the words “cognitive,” “cognition,” “cognate,” and “cognitively” all get stemmed to their root
“cognit.” The root form is used for both document and query processing. Stemming does
not address cases where related words are not morphologically related (e.g., “physician” and
“doctor”). Consequently, stemming does not help retrieval by much on balance (Harman,
1991). Controlled vocabularieshave also been used to limit variability by requiring that query
and index terms belong to a pre-defined list of index terms, called the controlled vocabulary.
Library of Congress Subject Headings, Medical Subject Headings, Cognitive Science keyword
entries, and Yellow Page headings are examples of controlled vocabularies. If the searcher can
find the right controlled vocabulary term they do not have to think of all the morphological
related or synonymous terms that authors might have used. However, assigning controlled
vocabulary terms in a consistent manner is an error prone process. Thus, the effectiveness of
controlled vocabulary indexing compared to full text indexing is variable, sometimes improv-
ing retrieval sometimes hurting it (Lancaster, 1986). Richer thesaurican also been used to
provide synonyms, generalizations and specializations of users’ search terms. Thesaurus en-
tries can be generated either manually or by the automatic analysis of large collections of texts.
Even with these enhancements, it is often difficult to find all documents relevant to a query.
With the advent of large scale collections of full text, automatic statistical approaches are being
used more and more to analyze the relationships among terms and documents. LSA takes this
approach.

Latent semantic analysis was first introduced byDeerwester, Dumais, Furnas, Landauer,
and Harshman (1990)as a technique for improving information retrieval.1 The basic idea is to
reduce the dimensionality of the information retrieval by mapping documents and terms to a
common conceptual or semantic space. LSA simultaneously models the relationships among
documents based on their constituent words, and the relationships between words based on
their usage in similar documents. The constraint satisfaction problem, a kind of induction, is
accomplished using a technique from linear algebra. By using fewer dimensions for represen-
tation than there are unique words LSA induces similarities among terms which is useful in
solving the information retrieval problems described above. LSA is a fully automatic statistical
approach to extracting relations among words by examining their contexts of use in documents.
It makes no use of natural language processing techniques for analyzing morphological, syn-
tactic or semantic relations. Nor does it use humanly constructed resources like dictionaries,
lexical reference systems (e.g., WordNet), or semantic networks. The only input to LSA is
large amounts of meaningful passages of texts. Because of this, it is easy to apply LSA to lan-
guages other than English and to cross-language retrieval problems as well (Littman, Dumais,
& Landauer, 1998).
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2.1. LSA and applications to information retrieval

Mathematical details of how LSA is used for information retrieval are presented inDeerwester
et al. (1990), Dumais (1991), andBerry, Dumais, and O’Brien (1995). Here we only highlight
the main steps, omitting the formal mathematics.

The analysis consists of four main steps:

1. Term by document matrix. A large collection of texts is represented as a term–document
matrix. Rows are words and columns are documents. Smaller units such as passages
or sentences can be used instead of documents, as appropriate for each application.
Individual cell entries contain the frequency with which a term occurs in a document.
Note that the order of words in the document is unimportant in the matrix representation,
thus the name “bag of words” representation is often used to describe this representation.
For general information retrieval tasks (e.g.,find journals about cognitive science) word
order can generally be ignored. This aspect of the representation may, however, be limiting
for richer modeling of human memory performance.

2. Transformed term by document matrix. The cell entries are transformed to cumulate
frequencies in a sub-linear fashion (typically log(freqij )), and inversely with the overall
occurrence of the term in the collection (typically an inverse document frequency or
entropy-based score). The transformed matrix is used as input to further analysis.

3. Singular value decomposition (SVD). A reduced-rank singular value decomposition
(SVD) is performed on the matrix, in which thek largest singular values are retained,
and the remainder set to 0. The resulting reduced-dimension SVD representation is the
best rankk approximation to the original matrix, in the least-squares sense. Each doc-
ument and term is now represented as ak-dimensional vector in the spaced derived by
the SVD. The SVD analysis is closely related to eigen analysis, factor analysis, principal
components analysis, and linear neural networks.

4. Computing similarities. Similarities can be computed among vectors in the reduced-
dimensional space. The cosine between vectors is used as a measure of their similarity
for many information retrieval applications because it works well in practice (Deerwester
et al., 1990; Salton & McGill, 1983). In computing similarities, the dimensions are
weighted according to their importance as determined by the SVD. Since both terms
and documents are represented in the same space, document–document, term–term, and
term–document similarities can be computed. In addition, terms or documents can be
folded-in to create new vectors in space, which can be compared in the same way. For
example, to find documents similar to a query, a new query vector is formed at thecentroid
or weighted average of its constituent terms and then compared to documents vectors to
find the most similar documents.

By adding the constraint that the observed term–context relationships must be modeled by
many fewer parameters than there are unique words, LSA requires that relationships among
words be represented. This reduced space is referred to as the “semantic” space, because
relationships among words (and documents) are captured. One important consequence of the
dimension reduction for information retrieval is that a query can be very similar to a document
even though the two do not share any words. LSA starts with local co-occurrence data, but goes
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well beyond that. In an encyclopedia collection to be described in detail below, for example,
the words “physician” and “doctor” never co-occur in a single article, but they are quite similar
in the reduced LSA space. This is because they occur in many of the same contexts (e.g., with
words like patient, hospital, sick, recovery, surgery, nurse, etc.) and when dimension constraints
are imposed, they end up at similar locations.

A geometric analogy helps highlight the differences between traditional retrieval systems
and the reduced-dimension LSA approach. Most retrieval systems, especially the vector re-
trieval model (Salton & McGill, 1983), have a natural geometric interpretation. In the vec-
tor space model, the rows of the term–document matrix (terms) are the dimensions of the
space. Documents (and queries) are represented as vectors in this space, with the values in
the term–document matrix determining the length and direction of the vector. Two vectors
can be compared using any number of similarity measures, although the cosine between
the vectors has been shown empirically to work quite well. Note that in this representa-
tion, terms are orthogonal since they form the axes of the space. In addition, if a document
does not contain a term, it has similarity 0 with a query consisting of just that term. For ex-
ample, a query aboutcars will not retrieve any documents containingautomobile(but not
car).

LSA can also be thought of geometrically. The axes of the LSA space are those derived from
the SVD; they are linear combinations of terms. Both terms and documents are represented in
thisk-dimensional LSA space. In this representation, the indexing dimensions are orthogonal,
but terms are not. The location of term vectors reflects the correlations in their usage across
documents. A query can also be represented a vector in the LSA space and compared to terms
or documents. An important consequence of the dimension reduction is that terms are no longer
independent. Because of this a query can match documents even when they do not contain the
query terms.

LSA has been evaluated by comparing it to the standard vector retrieval approach for several
information retrieval test collections. We refer to the vector system as a word matching system
to highlight the fact that retrieval depends on lexical word matching. For the test collections,
user queries and relevance judgments (judgments about the relevance of every document in the
collection to the query) are available, making systematic comparisons among systems possible.
The Step 2 matrix is used for both word matching and LSA. For LSA the Step 3 dimension
reduction is performed and for word matching the Step 2 matrix is used as is with no dimension
reduction.

In information retrieval applications, users submit a query and the system returns a ranked
list of documents. For test collections used in evaluations, the relevance of each document to a
query is known, so it is straightforward to measure the ability of a system to discriminate relevant
from irrelevant documents. The performance of information retrieval systems is summarized
using two measures, precision and recall.Recallis the proportion of relevant documents in the
collection that are retrieved by the system. Recall can only be calculated for test collections
in which all of the relevant documents are known. For example, if there are 100 documents
relevant to a query, then a recall level of .10 occurs when the first 10 relevant documents have
been returned to the user.Precisionis the proportion of relevant documents in the set returned
to the user. Precision is calculated at several levels of recall to generate a curve showing the
tradeoff between precision and recall. Precision–recall curves are closely related to ROC curves
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Fig. 1. Example precision recall curve for MED collection. Precision is shown as a function of recall, averaged over
30 test queries. Precision for LSA matching is better than that for word matching over the entire recall range.

that are often used to characterize human perception and memory. Recall is the same as correct
detection or hits.Swets (1963)described howd′ could be used to measure the performance of
information retrieval systems. We report precision–recall data because it is more common in
information retrieval research.

Fig. 1shows the results for a test collection of 1,033 abstracts of medical documents, 5,831
terms, andk = 90. Precision is plotted as a function of recall, averaged over 30 queries. As
is typical in information retrieval applications, precision drops as recall increases. Finding
the first few relevant documents is easy, but to find the last few relevant documents a lot
of irrelevant documents must be considered as well. As can be seen, LSA performance is
substantially better than standard word matching for the entire range of recall values, with an
average advantage of about 30%. For example, at the 50% recall level, 68% of the documents
returned LSA are relevant compared with 40% of the documents returned by word matching.
Similar performance advantages are observed for several other test collections although the
magnitude of the difference is not always as large (Deerwester et al., 1990).

LSA involves a parameterk, the number of dimensions in the reduced space.Fig. 2shows
LSA performance as a function of number of dimensions for the medical collection described

Fig. 2. Performance as a function of number of dimensions. Precision scores averaged over several levels of recall
and 30 test questions. LSA performance is poor initially, then surpassed word matching for most of the range.
Optimal performance is atk = 90 for this collection. Word matching performance is constant since number of
dimensions is not a parameter for that model.
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above. Word matching performance, which is constant across dimensions, is also shown for
comparison. With too few dimensions, LSA performance is poor because there is not enough
representational richness. With too many dimensions, performance decreases because LSA
models the noise in the data thus reducing generalization accuracy. In between these two, there
is a substantial range over which LSA performance is better than word matching performance.
For the medical collection, performance peaks at about 90 dimensions. This pattern of initial
poor performance with very few dimensions, an increase ance over a substantial range, and
then a decrease to word matching level is observed for other collections as well (seeLandauer
& Dumais, 1997, Fig. 3).

Choosing the right dimensionality is required for the successful application of LSA to
information retrieval and, as we shall see below, to simulate human performance. It is in-
teresting to note that many of the early factor analytic or multidimensional scaling approach
to modeling word meaning used very few dimensions (Deese, 1965; Fillenbaum &
Rapoport, 1971; Osgood, Suci, & Tannenbaum, 1957). For information retrieval applica-
tions, using only a few dimensions is not adequate to capture the richness of meaning in a
variety of contexts. In addition, the early psychological models depended on human judg-
ments of word similarities (e.g., word association norms) for creating the semantic space,
whereas LSA uses similarities that are automatically computed from naturally occurring
discourse.

LSA has been successful in information retrieval applications for which it was initially
designed. The dimension reduction constraint was a key part of that success as illustrated in
Fig. 2. We now explore the extent to which the semantic relationships captured by LSA on
the basis of a large set of natural texts might also characterize important aspects of human
semantic memory.

2.2. LSA and human behavior

More than 50 years ago VannevarBush (1945)speculated about memex, a machine that
should be an extension of the personal memory belonging to an individual, and should work in
a fashion analogous to the working human brain, by association.Jones (1986)andAnderson
(1989)also drew parallels between human memory and information retrieval systems, and
more generally to the environment as an important source of input for rational analyses. LSA
can be used to analyze large collections of naturally occurring texts and its reduced dimensional
semantic space represents a kind of acquired similarity among words. We review a sample of
applications of LSA to model aspects of such learning.Landauer, Foltz, and Laham (1998)and
Landauer (2002)provide more comprehensive overviews of LSA and applications to human
memory and discourse processing.

2.2.1. Vocabulary tests
Landauer and Dumais (1996, 1997)first explored the ability of the reduced dimensional

representation induced by LSA to simulate aspects of human knowledge and meaning rela-
tions. They used the Educational Testing Service (ETS) Test of English as a Foreign Language
(TOEFL), a multiple choice test of synonymy. The test consists of 80 multiple choice items,
including a target word or short phrase and four alternatives for each target. Students are asked
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to select the alternative closest in meaning to the target. Example test items include:

Target Alternatives

Provisions Stipulations, interrelations, jurisdictions, interpretations;
Unlikely Improbable, disagreeable, different, unpopular
Physician Doctor, nurse, pharmacist, chemist

Students from non-English speaking countries take this test for admission to many U.S.
colleges. Summary student data was provided by ETS. On average these students answered
64% of the 80 questions correctly.

For the LSA analysis, they trained LSA on approximately 5 million words of text from
30,473 articles in a high-school level encyclopedia, Grolier’s Academic American Encyclo-
pedia. Given the encyclopedia texts, all computations are done automatically as described
above—a term–article matrix is built, cell entries are transformed, a reduced-dimension SVD
is computed, and the resultingk-dimensional vectors are used for analysis. To take the TOEFL
test, the similarity between the target word and each of the four alternatives is computed.
The answer with the highest score is LSA’s guess as to the synonym. Performance for this
completely automatic LSA system is 64%, exactly the same as the students who took the test.
In addition, error patterns are generally similar to those observed for students. For incorrect
items, the Pearson product moment correlation between the relative frequency of student re-
sponses and LSA cosines is .44, indicating similar error patterns. There are some interesting
counterexamples to this trend, however. For the target physician, students and LSA disagree.
Students select the correct synonym, doctor, 72% of the time whereas LSA selects nurse which
has the highest cosine similarity with doctor. Physician is also related to doctor in the LSA
space, but less so than to nurse. The details of the training texts (an encyclopedia in this case)
are not critical. Similar LSA TOEFL test performance was found using a similar sized sample
of newswire text from the Associated Press (Landauer, Laham, & Foltz, 1998). What is critical
is that large amounts of words are used in natural contexts as input to the LSA analysis.

It is important to note that more than simple co-occurrence relations are needed for a com-
putational system to perform well on the TOEFL synonym task. If the term–article matrix is
used without any dimension reduction, accuracy on the TOEFL test is only 16%. The proper
choice ofk matters for the synonym test as it did with information retrieval tests. With just two
or three dimensions LSA performance is quite poor (14%), and with too many dimensions it
is again performs quite poorly (16%). But with 300–350 dimensions performance is 60% or
more (seeLandauer & Dumais, 1997, Fig. 3). The constraints imposed by dimension reduction
are a key to providing useful associative relationships for this task. The performance difference
between LSA and word matching is larger in the TOEFL test than in the information retrieval
application shown inFig. 1. We suspect this is because in the TOEFL test, both the query and
the target alternatives have very little text associated with them (only a single word in each
case). If the target and stem words do not co-occur, word matching techniques will fail to find
the right answer.

Turney (2001)reported very good TOEFL performance (74%) using a variant of a word
matching technique called PMI-IR. The algorithm uses pointwise mutual information (PMI)
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applied to the results of a Web search (IR). For the synonym test, the PMI-IR score for
each alternative reflects the extent to which it is statistically independent of the target—
i.e., score(alternativei) = log(p(target and alternativei)/p(target)p(alternativei)). Because
only the rank of the alternatives is needed for the synonym test, the log can be removed
as can p(target) which is the same for all alternatives, and the formula simplifies to score
(alternativei) = count(target and alternativei)/count(alternativei). The counts were obtained
from a large Web search engine, AltaVista. The scoring function was further modified to take
into account the proximity of the words, negation, and context words for sense disambiguation.
The final scoring function results in a TOEFL score of 74%. The simple co-occurrence score is
62%, which is somewhat worse than the 64% reported by Landauer and Dumais, but well above
their word matching score of 16%. There are several differences in the experiments which could
account for the differences in performance. The most important difference is the amount of text
used for the analysis.Landauer and Dumais (1997)used 30,473 encyclopedia articles represent-
ing 5 million words of text.Turney (2001)used a much larger collection of text from the Web. In
2001, AltaVista indexed 500 million Web pages, which is more that 16,000 times the number of
encyclopedia articles analyzed. Additional experiments looking at PMI-IR on smaller collec-
tions or LSA or larger collections is required to better understand the nature of the differences.

From a practical perspective it is not surprising that using the vast resources of the Web can
improve information access (a theme we will return to in the section on question answering).
From the more theoretical perspective of modeling aspects of human memory, the tremendous
amounts of additional data are not characteristic of the amount of text processed by humans.

2.2.2. Rate of vocabulary acquisition
Landauer and Dumais (1997)examined the extent to which LSA could model vocabulary

acquisition in children. They looked at two aspects of learning—the rate at which LSA acquired
knowledge, and the influence of direct versus indirect exposures to words. Children in middle
school acquire the meanings of new words at an average of 10–15 words per day. Even though
the LSA model can pass an adult vocabulary test, if it required much more data than a human
encounters to achieve the same performance then one would have to conclude that something
significant was missing from the data-driven inductive approach. Children acquire some (if not
most) of their knowledge of word meanings not through explicit definition but by observing
how words are used—that is by reading and listening. Knowledge about words can be acquired
either directly (i.e., reading a word in context) or indirectly (i.e., reading in general). Indirect
learning allows for the acquisition of other words, but not those being tested.

To explore the rate of acquisition of word meanings from both direct and indirect evidence,
Landauer and Dumais conducted several simulation experiments using variants of the encyclo-
pedia collection described above. While it would have been ideal to have a large representative
collection of age-appropriate materials, none was available at the time. They varied the to-
tal collection size from 2,500 to 30,473 text samples. The length of the average text sample
is 151 words, so this corresponds to exposure to 377,000–4,601,000 words of text, respec-
tively. In addition, they varied the amount of direct and indirect exposure to words. Direct
exposure was manipulated by varying the number of articles containing a word. Indirect expo-
sure was manipulated by changing the total number of articles analyzed. The variables were
experimentally manipulated by randomly replacing TOEFL test words with nonsense words
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Fig. 3. LSA performance on the TOEFL test as a function of direct and indirect exposures. The amount of direct
experience (number of articles) varies from 2,500 to 30,000; the amount of direct experience varies from 2 to 32. The
dependent measure is the normalized difference in cosine of the target word to the correct and incorrect alternative.
Both direct and indirect exposures affect performance, and there is an interaction such that less direct experience is
needed the more indirect experience there is.

(so as to maintain context of use but control exposure frequency) and choosing random nested
samples of the articles. The number of articles containing the TOEFL test words and the number
not containing the test words were independently varied to explore direct and indirect effects.
The number of direct exposures per word was varied from 2 to 32, and the amount of indirect
experience varied from 2,500 to 30,473 articles.2

Fig. 3shows the results of these simulation experiments. The amount of indirect experience
is shown on thex-axis, the curves represent different amounts of direct experience, and the
y-axis is TOEFL test performance using az-score measure. Their experiments revealed that
both direct and indirect exposure to words is important in acquiring word meanings. There is
also an interaction—direct experience with a word helps more when there is more experience
with other words. The more known about words in general, the easier it is to acquire the
meaning of a new word. For example, when the system has experience with 30k articles
only 4 direct exposures to words results in az-score of .90, whereas when there are only 5k
samples it takes 32 direct exposures to get to the same level of performance (seeFig. 3). A
three-parameter model fits the results nicely (r2 = .98). The model is a simple log function,
z = a × log(b×T )× log(c×S), whereT is the total number of text samples analyzed andSis
the number of samples containing the TOEFL word. Using this model, they estimated the effect
of indirect exposures to be three times more important than direct exposures. And they found
that LSA acquired the meaning of 10 new words after reading 50 samples, which is about what
a school aged child reads per day. They concluded that there is enough information present in
the language to which learners are exposed to allow them to acquire knowledge needed to pass
multiple choice vocabulary texts. If the human process of induction is roughly comparable in
efficiency to LSA in extracting word similarities from discourse (not to mention spoken and
visual input they have access to) children could acquire words at the rate observed.
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2.2.3. Semantic priming
When people are asked to decide whether a letter string is a word or not, they do so faster

if they have just read a sentence that is related to (but does not contain) the word.Landauer
and Dumais (1997)showed that an LSA semantic representation can model semantic priming
effects.Till, Mross, and Kintsch (1988)presented readers short passages one word at a time
and interrupted them at strategic points to make lexical decisions about one or another sense
of recently-presented homophones. Landauer and Dumais modeled data from this experiment
using the encyclopedia scaling developed for the TOEFL test. The test words from theTill et al.
(1988)study were already vectors in the LSA space, and the short passages were located at
the centroid of the words they contained. Cosine similarity was used to measure the similarity
of the test words to the passages. Three main results were nicely predicted by the LSA model:

(a) When the ambiguous homographs were presented alone they were equally similar to
words related to both meanings.

(b) The passages containing the homographs were more similar to the related sense than
the unrelated sense.

(c) The passages were significantly closer to the appropriate sense of inferentially related
words than to unrelated control words.

Lund and Burgess (1996)modeled other priming data using a high dimensional semantic
model, HAL (hyperspace analog of language), that is related to LSA and described in more
detail below. They used prime-target pairs from experiments byChiarello, Burgess, Richards,
and Pollock (1990)along with unrelated word pairs as controls. Subjects were presented with
a prime word followed by a target word (or nonword) and the decision time was recorded.
Distances between words in the HAL space was computed for all pairs. Correlations between
semantic distance (measured using three different metrics) and human decision times were
highly significant.

2.2.4. Textual coherence
Kintsch and his colleagues (van Dijk & Kintsch, 1983; McNamara, Kintsch, Songer, &

Kintsch, 1996) have developed methods for representing texts in a propositional language. They
have shown that the comprehension of text depends strongly on its coherence, as measured by
the overlap between the arguments in the propositional representations. Propositional analyses
are typically carried out by hand.

Foltz, Kintsch, and Landauer (1998)used LSA to automatically measure textual coherence
with good success. To measure textual coherence using LSA, they first created a reduced-
dimensional space from large amounts of text as described above. Then sentences are rep-
resented as points in this same space, at the centroid of their constituent terms. The cosine
similarity between successive sentences is used to predict the comprehensibility of text. Com-
prehension measures from two previous studies (Britton & Gulgoz, 1991; McNamara et al.,
1996) were modeled using LSA. Both studies systematically manipulated the coherence of
text, as reflected in readers’ comprehension scores, and showed that differences in coherence
could be model with their propositional techniques.

For data from theBritton and Gulogz (1991)study,Foltz et al. (1998)showed that LSA-
derived coherence measures (similarity between successive sentences) was highly correlated
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with human test scores (r2 = .99). Simple word overlap measures (based on the same matrix
used for input to LSA) were also highly correlated with human performance (r2 = .95). Most
of the coherence effects for this test are predicted by simple word-overlap statistics, although
dimension reduction helps a bit. The coherence relations between sentences are more subtle in
theMcNamara et al. (1996)study. In their experiment, words and phrases with similar meaning
but different lexical forms were often substituted to provide conceptual bridges between one
sentence and the next. For these texts, LSA similarity was strongly correlated with human
performance (r2 = .89), but simple word overlap techniques were not (r2 = .03).

LSA can be applied to modeling discourse coherence as reflected in readers’ comprehension.
It approximates many of the same features found in propositional models of text comprehen-
sion. It is interesting to note that LSA similarity measures are based only on the extent to which
two units of text discuss semantically related topics. There is no syntactic analysis or parsing
of the texts, yet predictions are quite accurate. On the practical side, because LSA is a fully
automatic method, it permits the analysis of much larger collections than have previously been
used in text coherence research.

2.2.5. Essay tests
Landauer, Laham, Rehder, and Schreiner (1997), Foltz, Laham, and Landauer (1999), and

Landauer, Laham, and Foltz (2000)described how an LSA-based system can be used to score
the quality of free-form essays. The ability to convey information verbally is an important
skill, and one that is not sufficiently well assessed by other kinds of tests. Because essays are
difficult and time consuming to score, especially when applied on a national scale, they are
not as widely used as possible. Some earlier attempts to develop computational techniques to
aid in the scoring of essays focused on measures of writing style such as grammar, spelling
and punctuation (e.g.,Page, 1994). The LSA approach, in contrast, focuses on measuring the
conceptual content and knowledge conveyed in essays. In LSA-space, two essays can be quite
similar even though they share few words, as long as they convey the same meaning.

To assess the quality of essays, LSA is first trained on a sample of domain-representative
text. The standard reduced-dimension semantic space is automatically derived from these
texts. Next, essays with known quality scores are added to the space, and ungraded essays
are compared to the essays of known quality. Essays can be represented either as a whole
or at the level of smaller sub-components such as sentences or paragraphs. There are several
techniques for assigning a grade to a new essay based on the grades of similar essays, but
most are variants of nearest neighbor approaches. For example, an essay could be assigned the
score of the closest gold-standard ideal essay written by an expert, or it could be assigned an
average of thek most similar essays weighted by their similarity (seeLandauer et al., 1997for
details). The use of sub-components of essays allows for comparison against a predetermined
set of topics or aspects that should be covered (e.g.,Foltz, 1996; Foltz, Britt, & Perfetti, 1996).
The approach has been applied to essays on a wide range of topics including heart anatomy,
physiology, social studies, physics, law, as well as general opinion and argument essays.

In one study reported byFoltz et al. (1999), essays from the ETS Graduate Management
Achievement Test (GMAT) were graded. Performance of the fully automated LSA approach
was compared to performance of two trained ETS graders. For one question a sample of 695
opinion essays with six possible grades was examined. The correlation between the grades
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assigned by two trained ETS graders was .86. LSA grades were automatically assigned as
described above. The correlation between the LSA grades and the ETS graders was also .86.
For a second question, a set of 668 argument essays with six possible grades was examined.
The correlation between two trained graders was .87, and that between LSA and the graders
was .86. Thus, LSA is able to perform at near the same reliability as trained ETS graders.
Larkey (1998)has used related statistical text analysis techniques along with stylistic measures
to automatically score essays, with similarly impressive results. Automatic techniques work
quite well in an absolute sense and agree with human graders to the same extent that they agree
with each other. A striking aspect of these results is that the LSA representation is based on
analyses that do not take into account any syntactic or word order information. Human graders
certainly have access to syntactic information, yet it does not help them in assigning consistent
scores to the essays.

Scoring of essays is just one use of LSA for supporting the analysis of written texts. Kintsch
and colleagues have used LSA to match students with text at the optimum level of complexity
for learning. Earlier work by Kintsch showed that students learn the most when a text is
neither too hard nor too easy. Linking the information represented in the current text with prior
knowledge is a key to learning (McKeown, Beck, Sinatra, & Loxterman, 1992; McNamara et al.,
1996). Texts that contain only known information are not useful for learning. Neither are texts
that are too distant from the reader’s current knowledge. Hence, there exists an intermediate
zone-of-learnability, where texts are different from what the reader already knows, but not too
different.

Wolfe et al. (1998)showed how LSA can be used to match instructional text of varying topical
sophistication with students differing in background knowledge. LSA was used to characterize
both the knowledge of an individual student and the knowledge conveyed by a text, and then
to match the student and the text. For their study, they used texts about heart function that
varied in difficulty including those intended for elementary school students, general interest
readers, undergraduate anatomy students, and medical pathology students. They tested college
undergraduates and medical students. Pre- and post-reading tests were used to assess the
knowledge gained by reading. LSA derived scores were good predictors of both prior domain
knowledge and learning. The correlation was significant between the LSA measure of prior
knowledge and the pre-questionnaire score (r2 = .63) and the pre-essay score as measured by
ETS graders (r2 = .68), suggesting that LSA scores can stand in for more expensive methods
of assessing prior knowledge. There was also a reliable quadratic relationship between the
LSA similarity between the pre-essay score and the text read with the amount learned. This
models the finding that students who do not know much to begin with do not learn, and those
who already know a lot do not learn much.

2.2.6. Prose recall
Dunn, Osvaldo, Barclay, Waterreus, and Flicker (2002)used LSA to score prose recall. In

clinical applications, performance on the logical memory test of the Wechsler Memory Scale
can predict subsequent cognitive decline. This test measures memory by means of prose recall,
and like essay tests, it is difficult to score.Dunn et al. (2002)compared LSA against two
common scoring methods, using correctly recalled story and thematic units. For LSA scoring,
the similarity of the original prose and the recalled prose were measured using cosine similarity.
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LSA scores were highly correlated with the existing scoring techniques. Furthermore, LSA
was able to detect cognitive impairments.

2.2.7. Analogical reasoning
Ramscar and Yarlett (2003)describe a series of experiments showing how LSA contributes

to human performance in the retrieval of analogies from long term memory. They distinguish
between two main processes in analogy, retrieval and mapping. In their environmental model of
analogy, LSA is used for retrieval and a separate process is used for mapping. Although LSA,
as currently formulated, is not sensitive to the structural characteristics required for mapping,
its global knowledge is a good model of analogical reminding.

2.2.8. Similarity neighborhoods
Griffiths and Steyvers (2002)proposed a probabilistic variant of LSA, described in more

detail below. They used their analysis to model the distribution of related words. Most words
are related to a number of different topics (as for example in Roget’s Thesaurus). The number
of different topics in which a word occurs is described by a power law—many words are
associated with only one topic and some are associated with many. Griffiths and Steyvers used
dimension reduction techniques to automatically infer topics (like LSA’s dimensions) from
word usage data. The resulting model revealed the same kind of power relationship in the
distribution of words across topics as seen in thesauri.

2.2.9. Related models
Related computational approaches have also explored the use of dimension reduction to

represent various aspects of word meaning. Although the details are different from LSA, these
other models also use simple co-occurrence contexts as input to statistical analyses that produce
a consistent global representation using dimension reduction constraints. In all these models,
words are similar because they occur in similar contexts.

Schütze (1992)used a high-dimensional representation of words for word sense disambigua-
tion. Burgess and colleagues (Lund & Burgess, 1996; Burgess, 1998; Burgess, Livesay, & Lund,
1998) developed the hyperspace analog to language (HAL). HAL starts with a word–word ma-
trix that indicates which words precede and follow each other in a large corpus of text. They
then reduce the dimensionality by keeping only the columns with highest variance. Many of
their simulations have been done with substantial dimension reduction (down to 200 words),
but others have kept up to 140,000 words.

Hofmann (1999)developed a probabilistic LSA model (PLSA) in the context of information
retrieval applications. Documents are represented as a multinomial probability distribution
over topics (which are assumed but not directly observed). The generative model for a term,
document pair is to select a document with probabilityp(d), select a latent class or topic with
probability p(z|d), and generate a term with probabilityp(t|z). Expectation maximization, a
standard machine learning technique for maximum likelihood estimation in latent variable
models, is used to estimate the model parameters. The aspects are very similar to LSA’s
dimensions, but are derived by maximizing a different objective function.Griffiths and Steyvers
(2002) proposed a variant of Hofmann’s model that assumes the mixture proportions are
distributed as a latent Dirichelet random variable. As described above, their model has been
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used to model the distribution of topics associated with words, and could easily be extended
to explore other aspect of human memory.

2.3. Summary of information retrieval

LSA was developed initially to improved information retrieval by overcoming the variabil-
ity in terms used by authors and searchers. The main idea was to use dimension reduction
techniques to mitigate the effects of lexical variability. By reducing the dimensionality of the
problem, the relationships among words are captured. The LSA approach has been successful
in information retrieval applications.

More recently, LSA (and probabilistic variants) have been considered as a theory of hu-
man knowledge acquisition and representation, and as a method of extracting semantic content
from texts. A number of simulations of cognitive and psycholinguistic phenomena (vocabulary
acquisition, semantic priming, textual coherence, essay grading, analogy retrieval, similarity
neighborhoods) show that LSA captures a great deal of the similarity of meanings evidenced
in a variety of behavioral tasks. There are a number of benefits to modeling lexical knowledge
in the data-driven way that LSA proposes. The semantic metric is clearly specified, and it is
based on the characteristics of naturally occurring texts in the environment. There is no need
to specify new semantic primitives or features; the words are initial features and statistical
properties of collections determine the latent semantic analyses. Finally, it scales nicely, per-
haps not to web-scale collections but certainly, to handling the volumes of text that humans
encounter.

It is worth noting that LSA achieved this performance using text samples whose initial
representation was simply a “bag of words”; that is, all information from word order, syntax
and grammar is ignored. Because the model cannot see or hear, it cannot make use of phonology,
morphology, orthography, or real world perceptual knowledge. While it seems unlikely that the
human brain computes the SVD of word-context experiences, it is quite likely that computations
transform local experiences (e.g., words in context) into global knowledge. The basic process,
the representation of myriad local associative relations between components and larger contexts
of experience in a joint space of lower dimensionality, offers a candidate for such a mechanism.
This mechanism has been shown sufficient to approximate human knowledge acquisition from
natural sources at natural scale. At the very least, LSA demonstrates how traditional associative
memory models can be extended to exploit higher-order correlations. Such representations are
sufficient for capturing a wide range of interesting psychological behavior.

We now turn to another information access application, text categorization, that has been
addressed using data-driven techniques, and describe how these practical solutions might be
related to human categorization.

3. Text categorization

As the volume of information available online increases, there is growing interest in helping
people better find, filter, and manage these resources.Text categorization(also referred to as text
classification) is an important component in many information organization and management
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systems. Text categorization is the assignment of one or more pre-defined category labels to
natural language texts. Categorization is a supervised learning technique in which examples of
items in each category are provided—that is, the categories are predefined and the learning task
is to model the regularities in this structure. Clustering which involves discovery of categories
in an unsupervised fashion is also an active area of research in text analysis but beyond the
scope of this paper (for reviews seeKaufmann & Rousseeuw, 1990; Willett, 1988).

The most widespread use of text categorization to date has been for assigning subject cat-
egories to documents. Applications include indexing documents and web pages by controlled
vocabulary (e.g., topical tags for news content, or web categories like Yahoo!), help desk au-
tomation, identification of spam email, alerting, and many others. News services, for example,
manually tag articles into categories likecurrent news, sports, legal, bonds, mergers, markets.
Web indexers manually tag web pages into a large hierarchy of general subject headings like
entertainment, computing, lifestyle, travel, reference, shopping. Medical, legal, and general li-
brary ontologies are also widely used for indexing and search. The process of manual indexing
is time consuming and costly. Consequently, there is tremendous interest in developing tech-
nologies for automatic text categorization. Some early attempts to automate text classification
had humans write rules to distinguish categories which could then be applied automatically to
new examples (Hayes, Andersen, Nirenburg, & Schmandt, 1990). Building and tuning these
rules required considerable skill and ongoing maintenance as categories evolved over time.
The more popular approach to automation involves having domain experts provide examples
of items in each category, and then using machine learning techniques to learn a model for
each category. So-calledinductive learningtechniques start with examples of items in each
category, and learn a model that characterizes the category. This learned model can then be
used to classify new instances. Such systems can be run completely automatically or with
human interaction to verify suggested class labels.

A number of statistical analysis and machine learning techniques have been applied to text
categorization, including multivariate regression models, discriminant analysis, nearest neigh-
bor classifiers, probabilistic and language models, decision trees, neural networks, perceptrons,
symbolic rule learners, vector representations including LSA, and support vector machines.
Sebastiani (2002)provides a nice review of several learning techniques and applications to
text classification. The learning techniques used for the practical problem of text categoriza-
tion represent many of the popular models used in human categorization research, including
rule-based, exemplar-based, prototype-based, and category-boundary approaches (Goldstone
& Kersten, in press).

Learning algorithms are often distinguished by whether they are discriminative or non-
discriminative, and whether they are batch or online. Discriminative approaches explicitly
discriminate between positive and negative examples; non-discriminative approaches simply
characterize the positive examples. Batch methods build a classifier by analyzing the training
set all at once—discriminant analysis and support vector machines are examples of batch algo-
rithms. Online algorithms build classifiers after analyzing only a few instances and update the
models constantly—perceptrons, language models, and most centroid methods are examples
of online classifiers. The choice of model depends primarily on the accuracy of generalization
to new instances, but also on factors like training time, real-time classification speed, etc. The
desirable tradeoffs between these factors depend on the application. Differences in the costs
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of different kinds of errors (false positives vs. misses) determine how decisions thresholds are
set for particular applications.

Most text classification applications involve simple binary classification—in category versus
out of category. If there are several categories of interest, several binary classifiers are learned.
One can construct a multi-class classifier from these binary classifiers, and the underlying
binary approach provides flexibility in doing so. In almost all practical applications, overlapping
categories are desirable—that is, a document can belong to more than one category. A medical
article may well be about heart disease, human studies, and blood vessels.

Although the details of the learning mechanisms vary, the document representations used
are similar to those described above for information retrieval. In addition to the basic term–
document matrix, one or more category tags for each document is available. The vector for each
word can be binary (word present–absent), counts of how often a word occurs in a document (tf),
or some transform of the counts (usually one of thetf × idf family of transforms described ear-
lier). Sometimes all the words are used, but often feature selection is performed using frequency
thresholds, mutual information with category, global LSA-based dimension reduction, etc. In
some applications, domain-specific features are used in addition to words.Sahami, Dumais,
Heckerman, and Horvitz (1998)used text classification to distinguish spam email from regular
mail. Their document representation used words as features but also consider domain-specific
features like the time the email was sent, the proportion of capital letters, the number of excla-
mation marks, the number of recipients on the To: line, etc. Similarly, in applications involving
the classification of web pages, information about the link structure of the web is often encoded
into features (Chakrabarti, Dom, Agrawal, & Raghavan, 1998; Yang, Slattery, & Ghani, 2002).

We now describe two specific approaches to text classification, LSA and support vector
machines, and describe applications of these techniques to modeling aspects of human cate-
gorization.

3.1. LSA classifiers for text categorization

LSA can be used for text classification as well as information retrieval (e.g.,Dumais, 1995;
Foltz & Dumais, 1992; Schütze, Hull, & Pedersen, 1995; Zelikovitz & Hirsh, 2001). The same
reduced-dimensional space, that was used for information retrieval, is used for classification.
In addition, category information has to be represented and a decision threshold established.
Dumais (1995)used 50 topically defined categories from the TREC collection, a large-scale
text retrieval evaluation corpus. The categories were broad topics, like Welfare Reform, Catas-
trophic Health Insurance, and Black Monday. The topics were defined by means of 25–742
short news articles on the topic. Dumais used the centroid of the positive examples in each
category as a model for that category. More than 330k new articles were compared to the
category centroid and judged to belong to the category if they exceeded a similarity threshold.
The LSA approach was better than the median of 51 systems for 41 of the 50 categories. The
use of LSA with a centroid category model is a non-discriminative and online method. The
centroid is a kind of prototype model.

Schütze et al. (1995)compared an LSA representation to a term representation using five
different learning algorithms (centroid, linear discriminant analysis, logistic regression, linear
and non-linear neural networks). The categories were 100 TREC categories like those used
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by Dumais (1995), and the test examples were news articles that needed to be classified.
The LSA representation provided better performance for 61 of the categories, but there were
large differences for individual categories. If there were a small number of good terms that
described a category, then the term representation was preferable. If the number of indicative
terms was large, then the LSA representation was superior. In this application, LSA was used
with both non-discriminative (centroid) and discriminative (discriminant analysis, regression,
neural networks) learning approaches.

In the essay work described above,Landauer et al. (1997), andLarkey (1998)used text
classification techniques for scoring essays.Landauer et al. (1997)used ak-nearest neighbor
classifier in combination with an LSA representation. The classes consisted of essays that had
the same grade assigned to them. New essays were classified by taking a weighted combination
of the grades assigned to its 10 nearest neighbors. LSA assigned scores were somewhat better
than human graders’ scores in predicting short-answer test scores. Thek-nearest neighbor
approach is a kind of exemplar-based process.Larkey (1998)used a prototype (centroid)
approach to essay scoring, but she used words rather than derived LSA dimensions as the
feature representation.

An underlying LSA representation can be combined with several learning techniques to
form the basis of a text classification system. We now describe in more detail a new and very
accurate classification technique, support vector machines.

3.2. Support vector machine (SVM) classifiers for text categorization

3.2.1. SVM overview
SVMs are an interesting new learning technique that has been shown to be quite effective for

a number of applications including text classification (Dumais, Platt, Heckerman, & Sahami,
1998; Joachims, 1998; Yang & Liu, 1999). Because of the success of SVMs in text classification
and possible applications to human memory, we describe the SVM algorithm in some detail.
We then describe applications to text categorization and to support human decision making in
examining search results.

SVMs are a general learning technique with solid foundations in statistical learning theory
(Joachims, 2002; Vapnikm, 1995). Fig. 4, illustrates the SVM approach for a simple two class
problem. In this problem, there are two classes of objects—the circles are positive examples
of the category of interest and the squares are negative examples. There are only two features
for each object, thex andy axes. (Note that for text classification problems, the representations
usually have hundreds of thousands of dimensions or features.) The learning task is to find a
function that best separates the positive from negative examples. In its simplest linear form, an
SVM is a hyperplane that separates a set of positive examples from a set of negative examples
with maximum margin. In the linear case, the margin is defined by the distance of the hyperplane
to the nearest of the positive and negative examples. Maximizing the margin can be expressed
as an optimization problem. The output of the SVM learning is the weight vector,�w, which
defines a weight for each dimension andb a scaling parameter. Using these learned weights,
new instances,�x, can be classified by computing�w· �x−b. Note that unlike regression techniques
that minimize the sum of squared errors over all training examples, finding the optimal SVM
involves only points on the margin, in effect important boundary points.
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Fig. 4. Graphical representation of a linear support vector machine (SVM). In this problem there are two categories
(circles and squares). The SVM learning technique finds the hyperplane that separates the categories with maximum
margin, defined by the vector w in this example. Finding the optimal vector involves only points on the margin,
called the support vectors.

SVMs have been shown to yield good generalization performance on a wide variety of
classification problems, including handwritten character recognition, face detection, and most
recently text categorization (Joachims, 1998; Dumais et al., 1998). SVMs are fast to learn using
techniques developed byPlatt (1998)andJoachims (1999), and very fast at classifying new
instances since a simple dot product is all that is required. SVMs use overfitting protection,
which is important in text applications since there can often be hundreds of thousands of
features in the term–document matrix. Of course, not all classification problems are linearly
separable.Cortes and Vapnik (1995)proposed a modification to the optimization formula
that allows, but penalizes, examples that fall on the wrong side of the decision boundary. An
alternative approach for handling non-separable data is to use kernel methods to transform
the input space so that the problem becomes linearly separable in a different space. Kernels,
that expand words to include synonyms explicitly or through LSA dimension reduction, have
been explored (Cristianini, Shawe-Taylor, & Lodhi, 2001). For text classification problems,
the simplest linear version of the SVM provides good classification accuracy (e.g.,Joachims,
1998), but more sophisticated kernel functions have been explored as well.

3.2.2. SVMs for text categorization
A common benchmark for evaluating classification algorithms is Reuters, a collection of

12,902 Reuters news articles tagged by editors as belonging to 118 topical categories (e.g., cor-
porate acquisitions, earnings, money market, interest, grain).Joachims (1998)andDumais et al.
(1998)evaluated SVM learning algorithms on this collection with similar overall accuracy—
92% accuracy for the largest 10 categories and 87% over all 118 categories. Both found that
SVM-based learning was superior to a number of other approaches including Naı̈ve Bayes,
2-dependency Bayes nets, centroids, decision trees, andk-nearest neighbors.Yang and Liu
(1999)also found SVMs superior to several other classification techniques for the Reuters
collection, but they used a somewhat different performance measure, so direct comparisons
are difficult. Interestingly, Dumais et al. and Joachims used fairly different representations.
Dumais et al. used binary features and selected the 300 features with highest mutual informa-
tion for each category. Joachims used real valued feature weights (tf × idf), and kept all the
features that occurred in more than three articles (almost 10,000 features for this problem). In
this application, the benefits of the SVM learning algorithm dominated, and the details of the
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feature representation were less important.Cristianini et al. (2001)compared a linear SVM to
one with an LSA-based kernel, varying the number of dimensions in the LSA space. They too
found roughly comparable overall performance with the two representations.

In other applications the representation does matter.Sahami et al. (1998)used text classifi-
cation techniques for distinguishing spam or junk email from regular email. They used all the
words in the email messages as features, and in addition some domain-specific features such
as proportion of capital letters, time of day the message was sent, the number of recipients,
whether the message contained attachments, etc. Using the domain-specific features improved
performance, reducing false positive from 3 to 0% and improving coverage from 94 to 98%.

Another common benchmark collection for text classification is the TREC collection.Lewis
(2001) used SVMs for text classification using 84 TREC categories. Although he did not
directly compare SVMs to other techniques, his SVM-based system was one of the most
effective systems, performing above the median of 18 other systems on 83 of the 84 categories
and was the best performing system on 61 categories.

SVMs have been shown to be effective and efficient in several text classification problems.
During learning a weight vector is established, and at test time new instances are compared to
this vector. Only support vectors, or important boundary points, are important in determining
the weights. The focus on decision boundaries is similar to Ashby’s work on category boundary
models (e.g.,Ashby, 1992). SVMs are also similar to prototype models of categorization (e.g.,
Reed, 1972) since only a single weight vector is use to evaluate the category membership of
new items. New instances,�x, are classified by computing�w · �x − b, so the most similar items
will be those that lie in the same direction as the�w vector.

3.3. Text categorizing for organizing search results

Text classification can be used to support many tasks, including automated tagging, filtering,
etc. We explored the use of automatic tagging of web content in combination with novel
interface techniques to improve the ability of people to find information quickly. This is an
interesting application of text classification that includes decision making as well. Most text
retrieval systems return a ranked list of results in response to a user’s search request. Such lists
can be long and overwhelming. A query onCHI 2001on Google returns more than 2 million
results. Many are about the ACM: CHI 2001 conference on computer–human interaction,
which was the intent of the query. However, there are also many returned web pages on sports
(Loyola CHI 2001 schedules, CHI 2001 football draft headquarters, Chi Chi Rodriguez’ 2001
schedule), health (California Health Institute, Tai Chi), fraternities, restaurants, etc. Results
on all these different topics are intermixed in the list requiring users to sift through a long
undifferentiated list to find items of interest. We developed and evaluated several interfaces
for structuring search results in order to better understand the cognitive processes that lead
to effective analysis of search results. The use of automatic text classification provides the
backbone for these systems.

Chakrabarti et al. (1998), Dumais and Chen (2000), Stata, Bharat, and Maghhout (2000)
and others have developed automatic classifiers for Web pages. Existing Web directories like
Yahoo! or MSN Web Directory or Open Directory are used to provide training examples from
which category models can be learned. These directories contain 1–3 million labeled examples
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and contain tens of thousands categories organized in a hierarchical fashion. In April 2002,
for example, Open Directory (http://www.dmoz.org) contained 3,339,794 sites organized into
386,093 categories.

Dumais and Chen (2000)learned models for the 163 categories representing the top two
levels of the MSN Web Directory (13 top-level and 150 second-level categories). Given these
models, new web pages can be tagged automatically. Classification accuracy for this problem
is about 65%. This is lower than the Reuters news articles described above. For reasons of
efficiency in this application they used only the short summaries that were returned in search
results rather than the full content of the web page. In addition, even if the full web page is
retrieved, many pages contain very little textual information (they contain only images), so
information about neighboring pages would need to be incorporated for higher accuracy. The
classification errors are mostly failures to classify a page into any of the known categories
rather than misclassifying it.

Chen and Dumais (2000)andDumais, Cutrell, and Chen (2001)studied how best to use
the automatically derived category information to organize search results.Fig. 5 shows the
two basic interfaces that were used to present search results. In theCategoryinterface (left
panel), search results was organized into hierarchical categories. The best matching web pages
within each category were shown initially, and additional pages could be seen on demand
by category expansion. In order to show both category context and individual search results
in limited screen space, only the title of each page is shown initially. The summary of each
page is available as hover text—if users move their cursor over the page title the summary
appears. TheList interface (right panel) is similar to current systems for displaying web search
results in that results are shown in a long list. For comparability to the Category condition,
only titles are shown initially with summaries available on demand as hover text. Chen and
Dumais found large and reliable advantages for the Category interface in both objective and
subjective measures. Participants preferred the Category interface (6.4 vs. 4.2 on a 7-point
rating scale), and they were 34% faster at finding relevant information (56 s/task vs. 85 s/task
median search times). Chen and Dumais’ interpretation of the finding was that grouping of
results into categories allowed users to ignore many results and quickly focus in on the subset
of results of interest.

In order to better understand this category advantage,Dumais et al. (2001)developed and
evaluated several new interfaces for presenting search results. They explored two methods for
adding contextual information to the List interface. The first approach presented summaries in-
line instead of as hover text. The second approach added category names to the inline summaries
in the List interface. This second condition looks very much like results presentation in popular
web search systems in which results are shown in a ranked list with each entry containing a
title, a short summary, and some additional information such as URL or category name.

They also explored methods for removing aspects of the context from the Category interface.
The first approach removed the category names (e.g., Computer & Internet) but the results were
still grouped by category. With this technique, the visual grouping of objects is maintained,
but the richness and directness of the category representation is reduced because the category
names are removed. The second approach removed the page titles, leaving only category names.
This is essentially a top-down browsing interface. A final condition in which summaries were
shown inline was added for comparability with the list conditions.

http://www.dmoz.org
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Three key findings emerged from a series of experiments using seven different interfaces.

(1) Category interfaces were faster than List interfaces, in all cases. This was true even when
category names and inline summaries were added to the Lists, and when the Category
organization was degraded by removing category names or page titles. Interestingly, the
List interface augmented with category names contains exactly the same information
as the Category interface, but search times and user preferences favor the Category
presentation. Grouping results from the same category together visually appears to be
the key. Having metadata in the form of category labels is useful, only if presented in
the right way.

(2) The best performance in the Category interfaces was achieved when both category names
and page titles were available (Fig. 5). Either alone worked better than any of the list
presentations, but the combination of specific results in the category context was the
most effective for allowing users to quickly analyze search results.

(3) Inline summaries were more effective than summaries presented as hover text for both
the List and Category interfaces. This is somewhat surprising since more scrolling is
required, but apparently the cognitive costs of deciding which title to examine in more
detail and the physical costs of moving the cursor over the title outweigh the additional
scrolling required.

This work shows how automatic text classification techniques can be used to extend the reach
of existing directories and provide users with nicely organized presentations of search results.
In addition, these results provide interface design guidelines for effectively combining category
context with search results. The best overall presentation condition groups results by category
(using the automatically derived category metadata), provides a short descriptive title for each
category, and shows both the title and description inline. As was the case for information
retrieval, good solutions to practical problems (both core text classification algorithms and
uses in search interfaces) can be achieved by using simple techniques on large amounts of
data.

3.4. Text categorization and human memory

The applied work on text classification shows that simple textual representations in high
dimensional space (either the full feature space or a reduced dimension space as with LSA) in
combination with inductive learning techniques can be used to solve a variety of text classifi-
cation problems. The automatic classification techniques accurately mimic human judgments
of category membership for a wide range of categorical distinctions such as topical categories,
news categories, medical subject headings, email folders, etc. These categories are not the
natural kinds typically studied in psychological experiments. In addition, the categories are
much richer and less carefully controlled than those typically used in experiments on human
memory, although there are certainly some exceptions (e.g.,Ross & Murphy, 1999).

A particularly interesting application from the cognitive perspective is the use of text clas-
sification techniques for scoring free-form essays (Landauer et al., 2000; Larkey, 1998). Here
the categories are the grades to assigned to essays, and the task is to grade a new essay. Unlike
much of the work on text classification in which the categories are defined by topical similarity,
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the categories here are defined by quality as well as topical characteristics. Both an LSA-based
representation withk-nearest neighbor matching (Landauer et al., 2000) and a word-based rep-
resentation withk-nearest neighbor or Naı̈ve Bayes matching have been successful in predicting
essay scores.

Other research has used text analysis techniques to model category effects such as typicality
and the representation of proper names and common nouns.Laham (1997)explored the use of
LSA to model of human category judgments of various kinds. In one experiment, he examined
the LSA-based similarity of category members to 15 superordinate category names (e.g., the
similarity of apple to fruit vs. flower vs. mammal, etc.). Percent correct was high for animate and
inanimate natural kinds like flowers, mammals, fruits and gemstones (92–100%) and lower
but still well above chance for man-made artifacts like furniture, vehicles, weapons, tools,
toys and clothing (53%). In addition, for natural categories the correlation between the LSA
similarity between the concept and superordinate name or most typical member showed high
correlations with human judgments for natural kind categories (e.g.,r2 = .82 for fruit) and
near-zero correlations for artifact categories. Similar effects have been observed in patients
with some clinical disnomias.

Burgess and Conley (1998)examined how proper names and common nouns were repre-
sented in their high-dimensional HAL model. Unlike many lines of research that focus on the
dissociations between proper names and other objects (e.g.,Burton & Bruce, 1993; Cohen &
Burke, 1993), Burgess and Conley represented both names and nouns in the same semantic
HAL space. They then used the inter-item similarities in this space as input to multi-dimensional
scaling analyses, and explored similarity neighborhoods in the resulting MDS space. In the
first experiment, they showed that proper names grouped together and were separated from
common nouns and verbs. In a second experiment they showed that different types of proper
nouns (people, cities, states) grouped together in distinct regions of the space. And, in a third
experiment they explored the semantic neighborhoods of objects and proper names. Semantic
neighborhoods are operationally defined as the nearest neighbors of target words. Common
name neighborhoods contained other names (e.g., neighbors of John were David, Peter, Paul,
Mike, etc.), whereas neighborhoods of nouns contained a rich set of semantically related
words (e.g., neighbors of book included story, game, movie, new, file, etc.). Thus, an error in
retrieval of a common name results in the retrieval of another name, whereas an error in the
retrieval of a noun results in semantically related words. In addition to the difference in the
kinds of neighbors, proper names had higher neighborhood densities (more near neighbors)
than frequency-matched common nouns. Burgess and Conley posit that these two differences
(rather than differences in representationper se) account for many of the observed dissociations
between proper names and common nouns. Although the same representation and processes
are used, characteristics of real world co-occurrence patterns result in differences that correlate
with human performance. Computational approaches are also able to identify different types
of proper nouns with high accuracy (e.g.,Paik, Liddy, Yu, & McKenna, 1996).

Even without explicit discriminative training, high-dimensional meaning spaces appear ca-
pable of providing the basic contextual information for categorization of a wide range of
objects. It would be interesting to explore the ability of discriminative techniques like SVM
to model aspects of human category judgments. The output of an SVM is a graded similarity
score, so typicality effects could follow naturally. The objects with the highest SVM scores will
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be those that lie parallel to the learned weight vector,�w. The trick will be to identify objects
that can serve as training examples since they need to be explicitly labeled for discriminative
training.

3.5. Summary of text categorization

Text categorization is the assignment of one or more pre-defined category labels to natural
language texts. Text categorization is used in many practical information management tasks
ranging from assigning topical tags to content like news or web pages, to identifying spam
email.

Vector retrieval techniques, including LSA, have been used for text classification tasks.
Representative texts are analyzed to create a vector space, categories are represented by means
of examples or prototypes, similarity is computed between new examples and the category
representation, and some similarity threshold is used to make category decisions. Similar
models have been used to model some effects observed in human memory research, including
typicality and proper noun effects.

More recently, discriminative learning techniques such as support vector machines have
been used with excellent generalization accuracy for practical text classification problems.
SVMs are able to mimic human assignments of topical category labels with high accuracy.
Furthermore, there has been no work on modeling the kinds of natural categories and category
effects observed in human memory research, and this should be an interesting direction for
future research. The SVMs model identifies a decision surface that maximizes the margin
between the closest examples from two categories (seeFig. 4). The extent to which models
like this can account for typicality and other effects seen in human category judgments is an
interesting research direction.

Another interesting line of research would be to directly compare humans and the inductive
learning algorithms on the same learning task. The learning algorithms have no access to the
order of the words, the organization of the words in a document, or any images of formatting
information in a document. It would be interesting to see how humans do using the same
representation. It would not be surprising if the models do not completely agree with human
classifiers, but the nature of the differences would be interesting to explore. Empirical research
on difference between human and computer models should shed light on the cognitive processes
and strategies that humans bring to bear on this task.

4. Question answering

4.1. Introduction

Most text retrieval and text classification systems operate at the level of entire documents.
In searching the web, web pages or documents are returned. There has been a recent surge
of interest in finer grained analyses focused on obtaining answers rather than entire docu-
ments. The goal of a question answering system is to retrieveanswersto questions rather
than full documents or best-matching passages as most information retrieval systems currently
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do. The problem of question answering involves aspects of information retrieval, information
extraction, machine learning, and natural language processing (see recent workshops on the
topic: AAAI, 2002; ACL-EACL, 2002; Voorhees & Harman, 2000, 2001). The TREC Ques-
tion Answering Track has motivated much of the recent work in the field. The initial efforts
in question answering are focused on fact-based, short-answer questions such as “Who killed
Abraham Lincoln?” or “ How tall is Mount Everest?”

Automatic question answering from a single, small information source is extremely chal-
lenging. Given a source that contains only a small number of formulations of answers to a
user’s question, a computational system is faced with the difficult task of mapping questions to
answers by way of uncovering complex lexical, syntactic, or semantic relationships between
questions and answer strings. The need for anaphor resolution, synonymy, even semantic in-
ference, the presence of alternate syntactic formulations, and indirect answers all make answer
finding a challenging task. Consider the difficulty of gleaning an answer to the question “Who
killed Abraham Lincoln?” from a source which contains only the text “John Wilkes Booth al-
tered history with a bullet. He will forever be known as the man who ended Abraham Lincoln’s
life.”

Most approaches to question answering use a combination of information retrieval and natu-
ral language processing techniques. Systems typically find some candidate passages using stan-
dard information retrieval techniques, and then do more detailed linguistic analyses of both the
question and passages to find specific answers. A variety of linguistic resources (part-of-speech
tagging, parsing, named entity extraction, semantic relations, dictionaries, WordNet, etc.) are
used to support question answering (e.g.,Pasca & Harabagiu, 2001; Hovy, Gerber Hermjakob,
Junk, & Lin, 2000; Prager, Brown, Coden, & Radev, 2000). The FALCON system by Pasca and
Harabagiu is one that is typical of the linguistic approaches and has excellent performance in
benchmark tests. The query is parsed to identify the important entities and to suggest a likely
answer type. They have developed a rich taxonomy of answer types using lexico-semantic
resources like WordNet (Miller, 1995). WordNet encodes more than 100,000 English nouns,
verbs, adjectives and adverbs into conceptual synonym sets; this work was done by lexicogra-
phers over the course of many years. Candidate matching paragraphs are similarly analyzed to
see if they match the expected answer type. Often, relevant passages will not share words with
the query, as in the example above. In these cases, their system uses WordNet to examine mor-
phological alternatives, lexical alternatives (e.g., nouns killer or assassin or slayer will match
the verb killed), and semantic alternatives (e.g., cause the death of ). Additional processes are
required to hone in on the best matching sentences or phrases.

In contrast to these rich semantic approaches, we have been working on a question answering
system that attempts to solve the difficult matching and extraction problems not by using
rich natural language analysis but rather by using large amounts of data. The system, called
AskMSR, is described in more detail in the next section and inBrill, Lin, Banko, Dumais, and
Ng (2001)andDumais, Banko, Brill, Lin, and Ng (2002).

4.2. AskMSR data-driven approach to question answering

The data-driven approach of the AskMSR question answering system is motivated by
recent observations in natural language processing that, for many applications, significant
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improvements in accuracy can be attained simply by increasing the amount of data used for
learning. Following the same guiding principle the tremendous data resource that the Web
provides is used as the backbone of the question answering system. The system contains four
main components (seeDumais et al., 2002for details).

1. Rewrite query. Given a question, the system generates a number of rewrite strings, which
are likely substrings of declarative answers to the question. There are fewer than 10
rewrite types, which vary from specific string matching to a simple ANDing of all the
query words. For the query “Who killed Abraham Lincoln?” there are three rewrites:
<LEFT> killed Abraham Lincoln; Abraham Lincoln was killed by<RIGHT>; and who
AND killed AND Abraham AND Lincoln. The first two rewrites require that a text match
the exact string, such as “killed Abraham Lincoln.” The last rewrite it a backoff strategy
that simply ANDs together all the query words. The rewrite strings are then formulated
as search engine queries and sent to a search engine from which page summaries are
collected. Any back end search engine can be used. Matches to more precise rewrites are
given higher scores than those to the backoff AND rewrite.

2. Mine n-grams. From the page summaries returned for each rewrite, all unigrams, bi-
grams and trigram word sequences are extracted. Then-grams are scored according
to their frequency of occurrence and the weight of the query rewrite that retrieved
it. The system picks up what are in effect common associates of the query strings.
The commonn-grams for this example query are: Booth, Wilkes, Wilkes Booth, John
Wilkes Booth, bullet, actor, president, Ford’s, Gettysburg Address, derringer, assignation,
etc.

3. Filter n-grams. Then-grams are filtered and re-weighted according to how well each
candidate matches the expected answer-type, as specified by a handful of handwritten
filters. Fifteen filters were developed based on human knowledge about question types.
These filters use surface-level string features, such as capitalization or the presence of
digits. For example, forWhenor How manyquestions, answer strings with numbers are
given higher weight, and forWhoquestions, answer strings with capitals are given added
weight and those with dates are demoted.

4. Tile n-grams. Finally, then-grams are tiled together where appropriate, so that longer
answers can be assembled from shorter ones. After tiling the answers to the example
query are: John Wilkes Booth, bullet, president, actor, Ford. John Wilkes Booth receives
a much higher score than the others because it is found in specific rewrites and because
it occurs often.

The tremendous redundancy that a large data repository provides is used in two ways in
this system. First, the greater the answer redundancy in the text collection, the more likely it is
that an answer occurs in a very simple relation to the question. Therefore, the need to handle
tough problems like anaphor resolution, synonymy, and the presence of alternate syntactic
formulations is greatly reduced. On the web, hundreds of pages contain transparent answer
strings like “John Wilkes Booth killed Abraham Lincoln.” and finding the answer in this string
is easy. The second use of redundancy is in answer mining. Instead of looking at just one
or two of the most likely passages, we consider hundreds of matching passages looking for
consistently occurring strings. Others have also proposed using the Web to aid in question
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answering (Clarke, Cormack, & Lyman, 2001; Kwok, Etzioni, & Weld, 2001), but even these
systems do much more sophisticated parsing and indexing than we do.

Redundancyper sehas been shown to be important in two experiments (Dumais et al.,
2002). The experiments use 500 short answer questions from the TREC evaluations (Voorhees
& Harman, 2001). The questions were taken from Web query logs and represent a range of
question types—e.g.,Who invented the paper clip? Who was the first Russian astronaut to do a
space walk? When was Babe Ruth born? What is the life expectancy of an elephant? Where are
the headquarters of Eli Lily? How big is the Electoral College? What is the longest word in the
English language?The first experiment varies the number of best-matching passages which are
examined forn-gram mining. Accuracy improves from 31 to 62% as the number of passages
examined increases from 1 to 200. This performance exceeds that of many more complex
systems and is on par with the best systems. The second experiment compares performance
using two different collections both known to contain answers to the questions. The collections
vary in size by three orders of magnitude; one contains 1 million documents (TREC) and the
other 2 billion documents (Web). Accuracy improves from 35% for the small collection to 55%
for the large collection. Collection size influences both the ability to find simple rewrites that
match and to mine answers from results.

This data-driven approach to question answering is complimentary to more linguistic ap-
proaches, but we have chosen to see how far we can get initially by focusing on dataper seas
a key resource for question answering. In benchmark TREC tasks, the algorithmically simple
but data rich system performs quite well compared to much more linguistically sophisticated
systems (seeBrill et al., 2001for details). These experiments demonstrate that dataper secan
be a valuable resource for question answering engines. An important research direction for
question answering is to extend the systems to more than short-answer, fact-based questions.

4.3. Question answering and human memory

Simple techniques operating over large amounts of data provide surprisingly good question
answering performance. Clearly, humans have not read the same quantity of information that
is available on the web, but human memory is also very rich in data. Human memory consists
of many episodic memories, e.g., how many times have you heard about, or read about, or
visited the scene of Lincoln’s assassination?

There has been some work on the role that question asking play in development and education
(e.g.,Graesser & Black, 1985), but there is less work on question answeringper se. It would
be interested to see the extent to which a system like AskMSR can mimic human question
answering abilities. One simple task would be to evaluate the extent to which questions that
are difficult for people also difficult for AskMSR? In AskMSR, question difficulty can be
measured by the magnitude of the score for the first answer or by the distribution of scores
across answers. For humans, one could look at question answering time or accuracy averaged
over many people. Presumably some normative evaluation like this is used for assigning the
dollar values to questions on the showWho wants to be a millionaire.

Another research direction would be to replace the literal string matching approach used
in AskMSR with an LSA-based representation in which surface level differences are replaced
with a more robust representation.
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4.4. Summary of question answering

The goal of a question answering system is to retrieveanswersto questions rather than
full documents or best-matching passages as most information retrieval systems currently
do. Recent research in question answering systems has looked at systems for answering
fact-based, short-answer questions such as “Who killed Abraham Lincoln?” or “ How tall is
Mount Everest?” While many systems use sophisticated natural language technologies to tackle
this problem, some researchers have used much simpler techniques (Brill et al., 2001; Clarke
et al., 2001; Dumais et al., 2002). One particular system, AskMSR, was described in detail. This
system uses simple string matching and data mining techniques applied to large amounts of
data, and has been quite successful in benchmark evaluations. The success of this data-driven
approach suggests that similar techniques might be useful in modeling human question an-
swering.

5. Summary

We surveyed three practical problems involving the retrieval of textual information from ex-
ternal sources—information retrieval, text categorization, and question answering. In all three
cases, the analysis of the statistical properties of words in large volumes of real world texts
formed the basis of practical solutions to the problems. Simple statistical analyses operating
over large volumes of representative texts are used to solve practical information access prob-
lems. In the case of information retrieval, a technique from linear algebra was used to analyze
the contexts in which words occur and uncover latent relationships among words. This LSA
analysis improved information retrieval performance in several problems. In text classification,
a simple machine learning technique was used to separate classes with maximum margin. This
SVM technique consistently outperformed other approaches. Finally, in question answering
problems, a simple statistical approach that uses string matching and mining applied to large
amounts of data is quite successful in a difficult task.

The same statistical properties of objects that underlie the operational systems also constrain
human performance. The same systems that have been used to solve practical information ac-
cess problems might also be used to simulate human performance. This relationship has been
explored extensively in the case of LSA. LSA has been used successfully to model vocabulary
acquisition, the rate of vocabulary learning, semantic priming effects, textual coherence, the
quality of student essays, the retrieval component of analogies, and prose recall. Although
LSA has been successfully used in these many applications, there are several directions that
require further exploration. On the computational front, the analysis of large corpora is still
computationally difficult and the LSA analysis is not easy to update incrementally. More psy-
chologically, there is currently no way to integrate the vast amounts of spoken information that
humans are exposed to or to combine information from perception and language. Extensions of
LSA to other psychological effects, and comparisons to other model such as the probabilistic
variant proposed byGriffiths and Steyvers (2002)are interesting directions for future research.

There has also been some use of algorithms from text classification for modeling aspects of
human category judgments, including typicality and proper noun effects. To date, SVMs have
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been used to mimic human assignments of category labels, but not to look more closely at
human categorization. Studying the extent to which models like this can account for typicality
and other effects (or fail to do so) is an interesting research direction. Working with natural
kind categories and directly comparing humans and inductive learning algorithms on the same
tasks should be informative. The area of question answering is much newer, and successful
open-domain systems have only recently been developed. An interesting initial direction would
be to evaluate the extent to which questions that are difficult for people also difficult for question
answering systems.

From both engineering and scientific perspectives there are reasons to design learning algo-
rithms that can acquire human-like quantities of human-like knowledge from the same sources
as humans. Computer algorithms for information access tasks like information retrieval, text
categorization and question answering offer solutions to practical problems, and may offer
theoretical insights about human knowledge representation as well as. Empirical research on
differences between humans and computer models can shed light on the cognitive processes
and strategies that humans bring to bear on practical information access tasks.

Notes

1. Latent Semantic Indexing (LSI) was the term used initially to describe the application of
dimension reduction techniques to the problem of information retrieval. Latent semantic
analysis (LSA) was used later to describe the application of the same technique to more
general problems. We use the more general term in this article since we describe both
information retrieval and memory modeling applications.

2. The TOEFL test words did not all occur sufficiently often. Thus the actual number of
direct exposures was 2, 3.8, 7.4, 12.8, and 22.2.
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